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This special issue of Informatica focuses on several research topics in the area of spatial data management. Spatial databases have developed as extensions to ordinary databases in response to rapidly developing applications such as Geographic Information Systems (GIS), CAD systems, and many multimedia applications. These applications dictate the need for (1) additional data types, including point, line and polygon; (2) spatial operations such as intersection, distance, etc.; and (3) the ability to handle some combination of objects (vector data) and fields (raster data). The nature of spatial data requires multi-dimensional indexing to enhance performance, and much research has been devoted to this topic.

The first set of papers in this issue provides descriptions of extensions to the standard functionality in GIS databases. In particular, these first three papers discuss extensions for space-time visualization, sound as a spatio-temporal field and the inclusion of network facilities in a GIS. A realization of visual aspects of the space-time conceptual framework of Hagerstrand is discussed in the first paper by Hedley, Drew, Arfin and Lee. They demonstrate one of the first examples of an implementation of this approach and provide a real-world case study of visualizing worker exposure to hazardous materials. In the second paper (Laurini, Li , Servigne, Kang) a field-oriented approach to auditory data in a GIS is described. The special semantics of auditory information are presented and some techniques for indexing of such data are indicated. The third paper in this set adds additional levels of abstraction to extend the semantics of GIS networks. The authors, Claramunt and Mainguenaud, then show this
leads to the development of a new interpretation of the database projection operator.

The second set of papers provides techniques for processing and modeling spatial data. The first paper by Havran provides a new approach for memory mapping of binary search trees that can improve spatial locality of data and thus spatial query performance. In the next paper by Chung and Wu, some improved spatial data structure representations including linear quadtrees are presented. These representations are shown to have better compression performance. Finally, the paper by Forlizzi and Nardelli describes the lattice completion of a poset to model spatial relationships. They prove some of the needed conditions for valid intersection and union relations among spatial objects with this representation.
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#### Abstract

Technological advances have rapidly changed the nature of spatial analytical tools in recent years. A tendency is for tool development to outpace theoretical and conceptual development. Occasionally, some conceptual frameworks must await the arrival of tools that can operationalize the elegance and sophistication they embody. This paper calls for reconsideration of a conceptual framework introduced by Hagerstrand (1970). It has taken until the late 1990s for tools appropriate for implementation of Hagerstrand's framework to develop, so that we may apply it in a meaningful and accessible manner that is grounded in pragmatic applications. This paper shows that the visual component of Hagerstrand's space-time conceptual framework may now be operationalized, using advanced spatial analytical visualization techniques. We demonstrate a robust visual representation, its value in a real-world case study, and discuss the potential for future applications of this technique. A key theme in this work is that the fusion of space-time conceptual frameworks and appropriate spatial analytical visualization techniques (such as GIS) can make significant progress in facilitating user access to spatial data bases (in terms of understanding the data, as well as physical access). This is necessary to foster more democratic processes in collaborative settings. The project described in this paper meets that challenge, and appears to be the first example of an implementation that explicitly attempts to bridge this gap.


## 1 Introduction

Spatial databases are powerful tools. When paired with rigorous spatial analysis, new understandings of previously unknown or misunderstood phenomena may be gained. Spatial data are widely used in research and commercial settings. This is facilitated by ongoing improvements in the performance and cost of computer hardware and software, and an increasing acceptance of information technology by society.

However, while tool development has progressed, the greatest advances are to be made where a fusion of technological and conceptual innovation occur. In the geographic domain, a clear conceptual innovation occurred in 1970, when Torsten Hagerstrand introduced his space-time geography concepts (Hagerstrand, 1970). This paper discusses the elegance and utility of Hagerstrand's framework, how it was appropriated, and also why its implementation was not as frequent as it might have been.

This work demonstrates the potential of space-time visualizations as a powerful tool for facilitating user access to spatial databases. Space-time representations are implemented in a manner that reflects the visual component of Hagerstrand's (1970) conceptual framework, using commercially-available GIS (geographic information system) software. This work suggests that the use of this approach to representing information has value in real-world settings. We suggest that this approach has particular value in the representation of interactions between mobile and stationary objects in multiple levels of abstraction of time and space. This work is one of the first projects to fuse Hagerstrand visual space-time concepts, advanced spatial analytical tools, and a contemporary real-world application. Finally, this work shows a methodological approach that may enhance spatial databases accessibility by users in both expert and non-expert domains.

## 2 Time Geography - A Neglected Framework

Torsten Hagerstrand (1970) is known in geography for research in spatial diffusion processes (Mark, 1997). His most lasting contribution to geography is known as 'time geography'. Associated with spatial diffusion processes, the space-time framework provides a conceptual framework of space and time as (limiting) constraints on spatial interaction and accessibility (Miller, forthcoming; Mark, 1997; Hagerstrand, 1970).

In 1970, Hagerstrand presented "space-time prisms", as a component of new time-geography conceptual frameworks . Lenntorp (1976), Parkes and Thrift (1980), Miller (1991), Chai and Wang (1997), Chrisman (1997) and Mark (1997) acknowledge its value as a means to conceptualize space and time. While the framework had great potential, actual implementations were infrequent (Miller, 1991). By 1998, they numbered less than ten. Of those ten, the majority aim to develop methodological tools to predict spatial diffusion based on alternative constraint models. Insufficient work has been done on the descriptive visualization of spatial data in the context of space-time representation.

## 3 Purpose and Function of the Space-Time Framework

Hagerstrand's (1970) approach joins space and time in a reference system for phenomena.: "...we need to understand better what it means for a location [or individual] to have not only space coordinates but also time coordinates." (Hagerstrand, 1970: p.9-10). A more recent articulation of space and time (based on time-geography), is: "Time and space act as containers of the material world; thus space and time are external or absolute." (Chrisman, 1997). Hagerstrand's framework has a highly visual conceptual design. Geographic space is collapsed into a two-dimensional plane, and the vertical ( z ) dimension represents time (increasing with height). It is in this setting that he proposed the representation of interacting life histories of individuals (Mark, 1997).

Hagerstrand's framework (1970) proposed the representation of 'paths' of mobile objects through space and time (see Figure 1 (i)). Focusing on spatial diffusion models, he extends this to 'space-time prisms', where a space-time volume bounds the maximum extent of all space-time paths of an individual based on space, time and accessibility constraints (Figure 1 (ii)).

The space-time 'prism' is acknowledged as a central idea in time geography (Mark, 1997). Space-time prisms have been applied in spatial diffusion, transportation, and planning settings (Miller, 1999; Kwan

1998; Kwan and Hong, 1998; Miller, 1991; Lenntorp, 1978).

Its use of space-time prisms is most beneficial in predicting individuals' behavior and potential for movement in space, in the face of constraining factors. The research presented here focuses on space-time trajectory visualization as a mechanism by which the spacetime interaction of individuals in a real-world geographic space may be described.

The adoption of Hagerstrand's framework has been infrequent in the literature. Although much of the work done has great utility to measure, calculate, and predict individual movement based on constraining factors in an environment, examples are needed to demonstrate the value and utility of space-time representation for the communication of complex spatial data in applied settings. While the framework was acknowledged as both powerful and elegant (Miller, 1999), a challenging duality also surrounded the framework. Allen Pred (1977) articulated this concern, while addressing the time-geography concept as a whole: "...the time-geography framework is at the same time disarmingly simple in composition and ambitious in design." (Pred, 1977).

At the time of their introduction, space-time representations, while innovative and elegant, represented a major challenge to implement. The framework was highly visual and was commonly depicted as a perspective (or " 2.5 -D") sketch as shown by Figure 2, above. Perspective representations give the impression of three dimensions, by projecting three dimensions onto two. So, the space-time illustrations of Lenntorp (1978), Parkes and Thrift (1980), and Chrisman (1997) (see Figure 2) are 2.5-D representations. This is problematic.

While the concept developed by Hagerstrand is useful, depiction of space-time trajectories has typically been presented as a perspective sketch (Chrisman, 1997). While skilled artists may be able to give perspective ( $2.5-\mathrm{D}$ ) views, this approach makes some significant assumptions about the audience's ability to extract meaning from the diagram. These assumptions might include user experience with technology, information representation, or perhaps perceptual differences. In the version found in Chrisman (1997: 7, displayed in Figure 2 in this paper), where is the route taken by the woman on the bicycle with the child? Which objects move along which vectors? How do the movement vectors relate to possible routes in the road network shown. It is simply not clear or easy to determine this. An inherent limitation of 3D-to-2D projections is that information will invariably be lost. This difficulty must be resolved in order for the full utility of space-time representation to be seen.

Space-time implementations using Hagerstrand's (1970) space-time conceptual framework have been infrequent in the literature. This appears to be largely


Figure 1: Principle space-time trajectory (i) and prism (ii) concepts, and application of trajectories to collocation (iii). Note: i and ii redrawn based on Miller (1991, p.290).
due to technical and technological difficulties in operationalizing the framework in a form that truly reflects the source concept (Mark, 1997; Pred, 1977). The examples that do exist in the literature (Miller, 1999; Miller, 1991; Lenntorp, 1976; Lenntorp, 1978; Kwan, 1998; Kwan and Hong, 1998) appear to focus on predictive, calculative modeling applications in the research domain (versus applied real-world settings).

Our response to this challenge is to produce manipulable dynamic 3D space-time visual representations. Three-dimensional representation is not an adequate response on its own. For to respond only with static 3-D would be to effectively produce the same end product but with a different generative procedure. To fully employ the power of Hagerstrand's conceptual framework, we employed 3-D representation tools in which the user can move around and visually query the objects in view. This is especially useful to examine objects that appear to float or are difficult to locate in space-time (such as the bicycle in Figure 2).

## 4 Case Study: A Recent Implementation based on Hagerstrand

Objectives. This research focuses on visualizing the space-time paths of workers and their exposure to radiological waste at Hanford Reservation, using the visual component of Hagerstrand's conceptual framework (Hagerstrand, 1970). The practical application of this is to allow a diverse stakeholder audience to understand the vulnerability of workers as they move
about a site during spent nuclear fuel cleanup and relocation activities. The primary target user group of these visualizations are human resource managers (those who plan the roles, tasks and movements of workers in the cleanup process at Hanford).
Substantive challenge: Visualizing worker exposure to hazardous material The Hanford Nuclear Weapons Production Facility (known as the 'Hanford Site') is a former nuclear weapons manufacturing facility that occupies approximately 560 square miles in south-central Washington State, in the Northwest of the United States. From 19431989 Hanford produced weapons grade plutonium for nuclear weapons. In 1989, with the end of the Cold War, the mission of Hanford was dramatically changed from plutonium production to Waste Management (safe disposition of residual radioactive materials) and Environmental Restoration (clean-up of the contaminated areas on the site) (http://www.hanford.gov/top/welcome.html, 1998).
The cleanup effort at Hanford is a highly complex human and environmental resources management system. By definition the project necessitates the production and dissemination of complex interrelated spatial and temporal information to range of end-users.
This work focuses on the 100 K area which is located close to the Columbia River (see center of, Figure 3). Preparations are underway to move spent nuclear fuel rods from the 100 K to the 200 East site, to reduce risks of environmental contamination due to the encroaching water table close to the Columbia River. A key element of planning, strategy and evaluation for the 100 K to 200 East project is to determine expected


Figure 3: Map showing location within Washington State, map of the Hanford Reservation (center), and its representation in a 3D GIS (right).
radiological exposure for workers at all stages and locations of the spent nuclear fuel relocation process.
The location and character of radiological hazards at Hanford is information which must be accessible to a range of end users, or 'stakeholders'. Stakeholders include (but are not limited to) research scientists, decision and policy makers, and interested and affected public groups alike. There is a distinct need to move towards a situation in which information from data may be presented to audiences in a variety of settings. Such settings might include round-table 'openness' meetings of technical specialists, interested and affected parties, decision and policy makers. Alternatively, information may be disseminated within each of these primary stakeholder types.
A fundamental concern at Hanford is communication of information. As a result, information architecture that facilitates the efficient transmission of information within and between groups is a major interest. This is particularly critical at Hanford, as a very diverse range of stakeholder groups (including government, research and public interest groups) uses information. This work focuses on a particular case study at Hanford (worker paths) to demonstrate the value of operationalizing Hagerstrand's space-time representation. This has significant potential to foster semantic consistency in and across diverse information user groups.
Conceptual Basis. Employing Hagerstrand's (1970) space-time path concept, we can visualize the space-time trajectories of workers, groups and spatial entities (objects that have a spatially-located compo-
nent, including people, buildings, Spent Nuclear Fuel handling rooms). More significantly, we may analyze the space-time intersections of people and radiological hazards.

The space-time path (or trajectory) approach is particularly significant for the Hanford case study. By being able to co-locate the space-time paths of workers and the spatial entities they interact with, we may quickly understand and communicate the character of their exposure at locations with known radiological doses. The cumulative radiation dose received by an individual is determined primarily by location relative to source, and duration of exposure. Using space-time trajectories, we may represent data and information in a way that makes their space-time relationship explicit. This allows us to express often difficult to access data in a form that requires less 'unpacking' (such as how data from a specific table relate to a management report of worker behavior). The data for worker exposure to radiological hazards have not to our knowledge been brought together in this manner previously. By identifying the trajectory segment that represents a given individual's co-location with a known hazardous source, we may quickly see the spatio-temporal intersection of the two (see Figure 4, below).

## 5 Data and Tools

Data were acquired from a variety of sources in order to develop the 3D GIS representation of the Hanford Reservation, the Department of Energy buildings, the radiological exposures associated with specific build-


Figure 4: Applying Space-Time Trajectory Concept to Radiological Hazard Exposure.
ings, and finally the prescribed route of a generalized worker.
Bechtel Hanford Inc, the Hanford site contractor for Environmental Restoration (remediation/cleanup of contaminated areas), maintains the Hanford Geographic Information System (HGIS) and has made it available to the public through their internet site. Also, the Hanford Remedial Action Environmental Impact Statement, available on CD-ROM, represents the best publicly available characterizations of Hanford's environmental conditions. We also obtained the Radiation Exposure System, which contains historical radiation dosimetry data for over 150,000 people who have worked at the Hanford site. Several text-based reports were also used to develop the worker trajectory and the databases that corroborated it. They include the Spent Nuclear Fuels Operational Staffing Plan, The Spent Nuclear Fuels/Idaho National Environmental Engineering Laboratory Environmental Impact Statement, The Waste Inventory Data System, and the Columbia River Comprehensive Impact Assessment (see Data Sources at the end of this document). The tools employed for this research included a single 300 Mh z Pentium class desktop computer equipped with 64MB RAM. The software used was Environmental Research Systems, Inc.'s ArcView

GIS(tm) version 3.1, plus the software extension ArcView GIS(tm) 3D Analyst(tm).

## 6 Method

The visualization of a space-time trajectory for workers in the 100 K area at Hanford was developed from a model day "scenario" for workers handling spent nuclear fuel in the 105 KE building. This scenario was developed based on interviews with members of the Consortium for Risk Evaluation with Stakeholder Participation (CRESP) personnel based at Richland, Washington, and integrated with an existing set of GIS data using ArcView GIS( 3.1.

Each worker 'behavior' (such as "walk from A to B along route X ") was associated with line and/or polygon features from existing data in ArcView GIS( shapefiles. This was done in order to preserve the shape and orientation of transportation routes especially (so that the space-time trajectory did not end up being straight-line vectors between floating $z$-value points). A time index for a given behavior (such as moving an object from location A to location B) was added to this data.

Due primarily to the fact that the ArcView GIS( extension 3D Analyst( is relatively new and that

 -

Figure 2: Illustration in Chrisman (1996) providing a conceptualization of space-time trajectories. Note: this diagram was redrawn from Parkes and Thrift (1980), which itself was based on Lenntorp (1978).Courtesy of John Wiley \& Sons.
this research approach adopts a specialized conceptual framework, implementing the space-time trajectory visualization using this package required creativity to sidestep the package's limitations. A distinct challenge was the vertical sections of the space-time vector. One possibility in 3D Analyst( was to create a surface from data, bring it into a project view as a theme, then to drape a vector theme over the surface as a 3D shapefile. Making the surface transparent (invisible) would result in the illusion of the remaining vector hovering above the $\mathrm{x}, \mathrm{y}$ geographic plane. This approach is problematic.

The main problem has to do with a worker using the same x , y route at different times ( z -values) during the course of the period represented. While a worker route that never crosses an earlier segment can be represented using the surface-draping technique described earlier, it is very difficult to implement this for instances where the same routes are used at different times. Using the procedure just described, problems are quickly encountered when one surface is superimposed on another.

The solution to these implementation problems was to decompose the task duration information (from the

CRESP interviews) into minute-by-minute elements. For each time step, a z -value was associated. This allowed the derivation of individual vector segments for each minute spent by workers in that location. The result was the ability to 'stack' vector segments on top of each other, according to the space-time already derived in the ${ }^{*}$.dbf file. The theme table for the resulting shapefile ended up having over 600 records, each corresponding to one minute of time in a worker's day. In this section, the visualization products produced in ArcView GIS( 3D Analyst( are presented in a logical sequence that reflects the movement of workers through time and space according to the data gathered from CRESP personnel interviews.

## 7 Results of Implementation

The result of our work is the visualization of a generalized 'worker' trajectory based on prescriptive guidelines laid down by management at Hanford. The trajectory exists in a full-color 3D GIS environment that may be dynamically explored by the movement of the user using ArcView GIS(tm) 3D Analyst(tm). The reproductions presented here are illustrative, and readers are encouraged to contact the primary author for color imagery and demonstrations of the dynamic environment.

The appearance of the worker trajectory in the space-time visualizations shown must be explained. Reconstruction and representation of the physical landscape and the structures on it (such as buildings) at Hanford is straightforward from the sources already mentioned in the Data and Tools section. Data on the space-time behavior of specific worker roles is far harder to come by. There is no formal data produced to track worker behavior in Hanford project tasks. As a result, the worker trajectory seen in the case study shown had to be constructed from information given by Hanford personnel management, during interviews via email. This information was limited in that it gave no indication of rates of movement. The information only indicated locations and route segments within which a worker would be during a given stage of a shift. The appearance of the trajectory - that of vertically 'extruded' trajectory segments - results from temporal aggregation inherent in the information extracted from personnel manager interviews.

On the right side of Figure 3, we see an obliqueangle view of the Hanford Reservation. This image was produced to provide readers with a modest introduction to the appearance of objects in 3D Analyst(. This view demonstrates the ability to fairly realistically represent the 'lay of the land' at Hanford, using an elevation model over which objects are draped and encoded.

Figure 5 (above) presents the main section of the space-time trajectory. The time is the vertical ( z ) axis.


Figure 5: Worker Space-Time trajectory entering 100K area at Hanford.

The additional white arrows indicate the space-time 'flow' of the worker trajectory. There are some interesting features to note here:

- One can see the difference in time taken (vertical dimension of trajectory segment) to get from the Hanford entrance (off image, to the right) to the entrance of the 100 K area (Figure 5, item i), compared with the time taken to get from the 100 K entrance to the parking area (Figure 5, item ii). This is a good illustration of the logic structure operating in our implementation of Hagerstand's visual components using Hanford management infrastructure-based worker information. We were provided only a generalized account of worker movements around the 100 K area. As a result of this, it was only possible to represent this in terms of time spent by a worker in a given route segment or building based on typical time taken to complete the entire task at/in that location. This explains the abrupt transitions between adjacent space-time trajectory segments.
- Along the left edge of the image, we see the main portions of a worker's day. From the parking lot (the right-hand green area), the workers follow the magenta surface route to the 105 KE building, via offices and dressing area. The thick trajectory segment that joins with the bottom of the vertical
space-time trajectory structure reflects this latter transition. In this vertical segment of the trajectory, we see the workers' first main shift of the day represented by the first segment of the trajectory (a 3-hour shift, item iii in Fig. E). The slight displacement to the right, half-way up the vertical stretch (item iv, Fig. E), indicates workers dressing down, going to lunch, and dressing up again ready for the afternoon shift ( 2 hours and 20 minutes). Note the stability of location in space during the main shifts of the day. Next, workers are debriefed and make their way to the parking lot and then to the entrance of 100 K .

Figure 6 (above) completes the day's space-time trajectory for a worker, joining the 100 K area with the Hanford entrance along the previously traveled route. Note the spatial ( $x, y, z$ ) relationship between the entry space-time trajectory segment (lower) and the departure space-time trajectory segment (upper). This illustrates the problem of using the same path in space in two or more different time periods discussed earlier. Up until this point, we have shown the construction of the workers' space-time trajectory. The images in figures E and F begin to demonstrate the power of adopting the space-time representation in identifying the spatio-temporal relationship between workers and potential exposure to hazardous material.


Figure 6: Complete Space-Time Trajectory for one worker).

The fifth image (Figure 7, above left) shows the addition of the space-time trajectory of the 105 KE building, where workers spent most of their working day. Notice that the worker trajectory remains within the 105 KE trajectory volume for a lengthy period. This represents the workers' vulnerability to hazard exposure for this duration.

The next image (Figure 8, above right) does not represent the trajectory of 105 KE (though it is still there). The green volume represents the space-time trajectory of the spent nuclear fuel handling room within the 105 KE building. However, notice that examination of the intersection of the worker trajectory and the handling room trajectory reveals that more of the worker time is spent in the handling room than is spent in the 105 KE building alone. We know that worker vulnerability to hazard exposure is greater in this area than in the general 105 KE building. This visualization approach is useful to express this difference. Combining radiological dose for this particular building and area with space-time information allows us to observe space-time intersections of workers with areas of different radiological exposure within the same building. This can be seen in Figure 9 (above). The space-time
trajectory of workers passes through the 105KE building, but while inside, it also passes through the spent nuclear fuel handling room. This is a highly significant application for determining cumulative worker exposure, and understanding the space-time composition of that exposure. Finally, Figure 10 (above) visualization work provides a sense of the relative proportions of the space-time trajectory for workers at the 100 K area with respect to the larger Hanford landscape.

## 8 Discussion

Visualization in 3D GIS The images shown in this paper do not do justice to the real environment in which this space-time visualization has been conducted. Using the mouse, a user may freely navigate through all environments shown in these images, viewing them from any angle. We suspect that the ability to manipulate rotation about three axes is more powerful for information exchange than previous static, perspective, non-3D space-time depictions. The ability to interactively switch themes (essentially objects) in the view on and off allows focused subsets of data to be viewed and minimizes occlusion difficulties. This is


Figure 7: Addition of Space-Time trajectory of 105 KE building and resulting intersection with worker SpaceTime trajectory.
often encountered when information is presented using three dimensions, and clearly a problem for earlier 2.5-D representations.

Evaluating Utility: Initial Responses There is great value in presenting the spatio-temporal relationship between worker movement and hazardous material location and extent as we have done here. Once the basic 'rules' are explained (e.g., that the z-dimension is time), users may determine the intersection of objects. Early findings suggest that users become rapidly engaged by these representations. This is obviously something that should be empirically tested in a more thorough study of user interactions with this tool. Our working 3D GIS visualization was formally presented to research and management personnel from Hanford, primarily from the Consortium for Risk Evaluation with Stakeholder Participation (for more information, see http://www.cresp.org). Initial feedback was positive, and points to the value of such visualizations for technical specialists (e.g., scientists) and decision and policy makers. These responses indicate that in a more developed state, these visualizations would aid decision-making, policy analysis, and human resource and safety management at Hanford. The greatest unknown at this point seems to be the value to general public stakeholders. These unknowns include the ability to engage stakeholders with space-time data without alienating them as a result of the technology used,
or the conceptual frameworks underpinning the representations.

Collaborative Applications Analyses using space-time geography are useful in the Hanford context for several reasons. They could provide a better way to build shared understanding among groups discussing occupational health vulnerabilities on site. Our approach provides a different way to introduce complex issues to those unfamiliar with the problems and circumstances at Hanford. This approach could be used for capturing and tracking cumulative exposures to radiation for individuals. The apparent potential for this approach to be extended to networks of workers, additional hazardous materials, and different occupational risk data, is great, as shown in the future directions discussion. Using 3D GIS allows powerful expression of the time dimension, it helps keep track of project status and progress, and it can combine individual trajectories to aggregated expressions of risk or vulnerability. Real-world settings that strive to attain ideal semantic consistency conditions in collaborative settings may find this conceptual framework an invaluable tool to illustrate and make accessible important environmental characterization and remediation information in public forums.

Data Considerations, Aggregation, and Misinterpretation Our visualization development was tailored to less-than-ideal data. While we were able


Figure 8: Spent Nuclear Fuel (SNF) Handling Room.
to represent the worker data we were provided, this involved significant temporal aggregation.. This raises questions about how 'better' (less aggregated) data would look, and impact users' spatial reasoning processes. It is suspected that above a certain temporal resolution, the resulting space-time trajectories may become challenging to interpret. With more detail, one might anticipate finer, smoother characteristics of the trajectory. While this would be beneficial in terms of precision, information such as rates of motion might cause difficulties in the interpretation of these visualizations. Different rates of motion might give an inaccurate impression of what is going, when viewed by the user. There is significant risk of misinterpretation of rate-of-motion slopes in the trajectory for route curvature.. The trajectory suspended in the time (z) dimension above the flat landscape might confuse users in mentally referencing different trajectory segments to the on-the-ground roads and pathways. Curved roads and pathways might compound this problem still further. Curved trajectories are likely to be more difficult for users to detect and reference to space-time metrics. There certainly appears to be a tradeoff to be made between revealing more information with linear trajectory segments instead of aggregated ones, versus misinterpretation of linear trajectory segments due to illusions caused by different rate-of-motion slopes and viewing angles.

Another opportunity for misinterpretation might arise from the use of conventional cues in unfamiliar ways. This is an observation that has been made in the cartographic literature (MacEachren, 1995). An example in the space-time visualizations discussed so far, might be the 'extruded' space time paths of building footprints being mistaken as volumetric buildings themselves. This issue could be addressed in the next stage of development, by developing a basic visual coding system for possible objects in a given 3D visualization.

Use of 3D GIS The implementation described in this work collapses the elevation dimension of the realworld landscape into a flat two-dimensional plane. A common use of 3D GIS is the representation of topography using some geometric model. This raises a challenging question for the space-time visualization presented here: Is it possible to represent both elevation and time simultaneously in the same z-dimension? We suspect that landscapes with large variations in elevation will complicate the process of efficiently representing time on the z-axis, while landscapes with minimal variations in elevation (such as the Bonneville Salt Flats in Utah, USA), would have negligible impact on the space-time trajectory. Bear in mind however, that 'large' and ' minimal' variations would be defined by the investigator and would depend upon the specific case. The general idea however, would be


Figure 9: Space-time trajectory of the spent nuclear fuel.
that the start time would coincide with the maximum landscape elevation for that spatial location. All time dimensions would be added to that z -value.

Our case study at Hanford dealt with buildings. Fortunately for us, the buildings were single-level. What if they had multiple levels where a worker could move through? How would that situation be dealt with? This is particularly problematic to represent using the strategy we have proposed so far. The use of elevators or stairs (especially descending) would greatly complicate the meaning of the trajectory. At this time, there is no easy solution to this challenge. Perhaps instead, this is a situation whose characteristics are incompatible with the space-time trajectory strategy we use. This situation may help us identify the boundaries of an 'ideal' or appropriate operating resolution of information for workers. This might be a situation where an alternative representation strategy is used.

3D GIS and not VRML A natural question arises from this work: why 3D GIS and not something like VRML as a tool to represent the space-time trajectories of data at Hanford? VRML could comfortably deal with the geometric challenge posed by the same spatial path being used in multiple time periods. However, it was our intention from the beginning to maintain as much accessibility to the underpinning GIS data. VRML has distinct advantages over ArcView GIS(tm) 3D Analyst(tm) in terms of ability to manipulate 3D geometric models. Although 3D Analyst $(\mathrm{tm})$ is equipped with a VRML conversion macro, being a new extension it is not fully reliable in transforming input data into VRML worlds yet. This was unacceptable. The next stage of development would most likely take place in a VRML world, with custombuilt metrics and interfaces to ensure representative
transformation of GIS data into manipulable geometric models.

## 9 Conclusions

This research has proposed space-time visualizations as a powerful tool for facilitating user access to complex spatial databases. This approach has potential in complex settings. We have provided an example of this in our Hanford case study, where it allows us to clearly represent the intersections of humans and hazards in space-time. This is a fundamental aspect of radiological exposure, and a valuable application of these techniques to a real-world. The research undertaken here shows a robust methodology with a sound conceptual basis, implemented using readily available software.
This research is one of few projects to fuse Hagerstrand's visual space-time components, advanced spatial analytical tools and a contemporary real-world application. It may be considered a stepping stone to a larger integrated undertaking to visualize the spacetime trajectories of spatial entities (as suggested in Figure 12).
We have presented a methodological approach that may make spatial databases more accessible visually and conceptually to wider user audience, where fostering fairness and communication between groups is a fundamental requirement for democratic progress to occur. This visualization has already been enthusiastically received by task group members of the Consortium for Risk Evaluation with Stakeholder Participation. The logical next step is to perform formal subject testing of this representation approach and to compare its performance as an information tool with
existing representation approaches, before moving to the next stage of development.

In the next stage of development, several findings of this work will be applied. Firstly, 3D implementation of the visual components of Hagerstrand's space time framework appear to have great potential as a foundation for information tools used in complex human and resources management systems. Secondly, landscapes simplified to flat planes are likely to interfere least with the conceptual basis of space-time visualization where the z-dimension is time. Another consideration is that perhaps the space-time visualization strategy presented in this paper is unsuitable for multi-story structures through which trajectories pass. Careful consideration must be given before this specific situation is integrated into the existing approach. Fourthly, the next stage of development should attempt to integrate GIS and geometry-based visualization environments other than the standard ArcView GIS(tm) 3D Analyst(tm) environment. This environment inhibits user interaction and exploration in several ways, many of which are linked to the navigation through and manipulation of 3D space. The authors believe that development in this direction may produce tools and techniques that most efficiently maintain the conceptual underpinnings of the research strategy, while providing appropriate information tools to the real-world case study situation.

One final consideration, is that this approach to representing landscapes, individuals, hazards and structures in space-time requires fairly specific data. While it is possible to think of this as a constraint, we choose to consider it a tool that may facilitate the integration of formerly isolated data into an information system from which many will benefit.

## 10 Future Work

There are many potential applications for this approach that could be developed in the future. These include: moving beyond vulnerability assessment (worker exposure to hazards) to more detailed analyses; incorporating elements such as exposure, impacts, land use, documentation, uncertainty, institutional structures, and so forth. An example of improving the space-time visualization would be to add hazard values to the trajectory, which would allow us to display cumulative worker exposure to radiological hazards (see Figure 11, below).

At a larger scale, our approach to representing behavior, task and process at Hanford in space-time visualizations could be developed into a fully integrated tool (see Figure 12, next page). The tool would allow multi-scale visualization of multiple synchronous worker, group, and object (such as hazardous waste material) space-time trajectories. This may allow us to determine specific tasks that involve greater vulner-
abilities than others, based on exposure/proximity to waste, duration of shifts in specific locations, and so forth.

Users of the tool would be able to define the desired information to be shown, using specific databases, variables and models. The tool would have several modes of operation (such as different scales at which to view and interact with trajectories and data), also allowing the user to focus on subsets of the Hanford site (in the same way this research has), simply by selecting the appropriate icon. This is conceptualized in the 'exploded' views projecting from the main body of Figure 12.

Essentially the tool would become a mechanism by which all parties involved at Hanford might gain access to relevant spatial databases. It would be possible to view the site at one of several levels of abstraction, defined by the user. Ultimately, we are aiming for technological transparency - where diverse stakeholder groups (as at Hanford) - view data, and understand it in the same way as any other user. This is an issue that requires extensive empirical testing in future work. The development of techniques and methodologies such as the one presented here are necessary if we wish to facilitate eventual semantic consistency in and across collaborative groups. The question remains however, whether we will able to determine this through empirical testing. Equally important is whether this particular technology (desktop 3D GIS) is capable of presenting information in ways that allow people to develop semantically consistent mental models of the world.
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## 11 Data Sources

Columbia River Comprehensive Impact Assessment (CRCIA) is a study to assess the effects of Hanfordderived materials and contaminants on the Columbia River environment and to evaluate the potential risk


Figure 11: An Integrated Space-Time Tool, capable of handling multi-scale data, and user-defined data visualization.
to the environment and human health. The report divides the area into specific river segments looking at contaminants and receptors and includes various spatial files on the Hanford and the Columbia River.
Hanford Geographic Information System (HGIS) provides detailed maps of the Hanford Site and main features, including buildings, roads, topography, geology, wells, rivers, and so forth. It is currently available at the Bechtel Hanford web site.
Hanford Remedial Action Environmental Impact Statement and Comprehensive Land Use Plan (HRAEIS) is a report by Department of Energy to establish future land-use objectives for the Hanford Site. The scope of this HRAEIS includes RCRA and CERCLA-regulated waste sites in the Columbia River, Reactors on the River, Central Plateau, and all other geographic areas of the Hanford Site. The report includes spatial files for various waste and land use topics such as air emissions, areas, chemicals, elevations, rivers, roads, water, etc.

Radiological Exposure System (REX) maintains and reports individual Hanford worker, subcontractor and visitor radiological records since 1944. REX contains internal dosimetry and limited demographic information. A total of $150,000+$ records currently exist on this database which is held by Battelle Pacific Northwest National Laboratory.
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The goal of this paper is to give some elements in order to design a database dedicated to auditory information in cities. Auditory information is much more larger than traffic noise, because its includes all aspects of sounds which can be found in a city soundscape. Sounds levels can be modeled as a continuous spatio-temporal phenomenon, by means of the field-oriented approach which is very relevant for this kind of database. Indeed its allows the user to see really sounds as continuous phenomena when querying even if they come from samples captured in the city. In this paper, after having introduced the special semantics of auditory information, we will overall present the field-oriented approach and its characteristics. Finally, we will give some indications about the continuous indexing of such data in order to accelerate the queries.

## 1 Introduction

Sounds are very important in our daily life with a twofold attitude for any citizen. In one hand, when music, sounds are considered as enhancing the quality of life, but in the other hand, traffic noise deteriorates the quality of life. Due to those contradictory characteristics, the new concept of soundscape tries to combine both positive and negative aspects of the auditory environment. Presently, and more and more in the future, any urban planning activities try and must try to diminish noise levels everywhere in the cities and perhaps outside, for instance at the vicinity of airports.
Sounds are not only a physical phenomenon, but several psychological and physiological aspects must be taken into account when considering soundcapes. For instance any local government, and practically everywhere in the world, receives daily several complaints regarding noise, but with a very biased distribution such as along very noisy motorways, no people complaint. In contrast, in very quiet residential zones, people send regularly complaints regarding any kind of noise. So, if a city major wants to construct his/her noise reduction policy only on complaints, he/she will primarily act on very quiet precincts instead of carry-
ing action plans along motorways. Bearing those considerations into account, it looks very interesting to develop a system for knowing objectively soundscape in order to act where and when necessary (KRYGIER 1994, SERVIGNE 1998). The French National Institute of Urban Engineering (INGU) has commissioned us to design an auditory information system in order:

- to better know soundscape, everywhere in a city; e.g. to have information everywhere in order to perform comparisons, to detect very noisy precincts, and to propose priorities to the city council;
- to propose a system for visualizing auditory information, perhaps with animated cartography;
- to estimate or simulate sounds impacts, especially for new urban developments.

In order to perform these tasks, measures were made along the city. Several sound recordist teams were sent throughout the city to measure not only sounds levels, but also to tape-record the acoustic signals, typically during one to two minutes. Conceptually, those measures will be considered as samples of a continuous phenomenon, taken randomly across space and time
as illustrated in Figure 1. But, in this paper, only sounds level values will be considered.


Figure 1: Example of visualisation of auditory information. (a) Using bubbles to locate where the measures were made. (b) Location of the tape recorded auditory signals.

One of the difficulties when designing such a computer system is that sounds constitute a continuous physical phenomenon. Usually information systems, and especially geographic information systems store entities representing land features. And the objectoriented model is an interesting tool for modeling geographic features. Mathematically speaking, sounds can be modeled by mathematical fields, which is an interesting way of modeling continuous information (COUCLELIS 1992, KEMP 1993).

More and more geographic phenomena are considered and modeled as spatio-temporal continuous fields. Look for instance at the modeling of temperature: it is easy to see that temperature cannot be modeled as an object, but as a field more precisely a scalar field, whereas winds are modeled as vector fields. One of the problems in field database is indexing. Whereas conventional indexing techniques were developed for discrete data, the application implies to design techniques for indexing continuous data, i.e., functions or more exactly spatio-temporal functions, and let us call it continuous indexing.

The goal of this paper will be to present an urban database especially devoted to store and query urban auditory information based on the field-oriented approach. The paper is organized as follows. After this short introduction, we will define the field-oriented approach, especially by comparing it to the entity approach. Then we will give the key-elements for designing a field-oriented database for sounds. And we will finish by some considerations regarding field indexing.

## 2 Entity Modeling versus Field Modeling

In our worlds, not all objects are clearly defined. As H. Couclelis (COUCLELIS 1996) said "Is the world ultimately made up of discrete, indivisible elementary particles, or is it a continuum with different properties at different locations? This question, already debated by the ancients Greeks, remains one of the major unanswered problems in the philosophy of physics". For us, a house, a car can be considered as elementary particles, or atomic objects; but a lake, a sea, a mountain can be divided in portions depending of the human activities. Later she continued "somehow boundaries are intrinsic to the notion of atom, whereas in the case of extensive entities they are contingent. In other words, the notion of boundary a priori sits better with the atom view of things (and vector GIS) than the plenum view (and raster GIS), whereas the real geographic world forces us to consider both discrete and extensive entities".

### 2.1 What's in a field?

The term of field refers to the plenum, i.e. a spatialtemporal continuum which is common in domains such as electricity (electric field), magnetism (electromagnetic field), physics (gravity filed) and so on. Mathematically speaking, a field is defined by functions over space and time. See PARIENTE 1994, KEMP 1993-97, GORDILLO 1997.

When the field is scalar, then we have $f=F(x, y, z$, $t)$. In other words, a function is defined in any place at any time. To illustrate the problem, let us speak about heat and thermal fields. At any place, at any time, a temperature (scalar) exists and it is possible to find a function able to describe temperatures everywhere and every time.

In geoprocessing, the concept of fields can be elegantly used to model several features:

- the first one is terrain. Indeed elevation $z$ can be defined as a function of $x$ and $y$, such as $z=F(x$, $y$ );
- some other attributes such as acidity or permeability of soils, flows in hydrology, infiltration, population densities and so on.

In neighboring domains, such as meteorology, fields are very commonly used, for instance for winds, pressure, rain, humidity and so on.

Figure 2 illustrates the general problem. In Figure 2 a , starting from some sampling points, we can imagine the concept of a field as a continuous phenomenon. Even so (2b), some sampled temperatures are not stored, by interpolating between previous information, an estimation can be given for any point

| (a) Scatial cistributionof <br> measures of temperatures | (b) What is the <br> terperature <br> at Aand B | (c) Tenperture <br> asa field |
| :---: | :---: | :---: |

Figure 2: Temperature as a field. (a) Spatial distribution of some temperature points. (b) What is the temperature of some villages, namely $A$ and $B$ ? (c) Smooth representation of temperatures.
located in the convex hull (See Preparata \& Shamos 1986). Finally, Figure 2c portrays a continuous field as shaded values. More generally, temperatures can be considered as a scalar field (Figure 3a), whereas wind as a vector field as given in Figure 3b.

The field attributes can be issued from different domains. We can generally distinguish:

- nominal, which correspond to integer or real value on which any arithmetic operations can be done;
- ordinal, for which an order of magnitude can be defined, for instance the gravity of risks.


Figure 3: Some examples of fields. (a) Scalar field. (b) Vector field.

But in reality, a field is never totally a priori known by global acquisition. Generally, it can be measured in some points, or its average or integral can be measured in some zones. In this case, one has to find a function incorporating the previous values. In Figure 4 is given an example illustrating a case of temperatures (Figure 4a) for which a function, or a sort of smoothing must be performed in order to estimate values anywhere. So, along a cross-section, the shape of this function can be depicted (Figure 4b). Similarly, instead of temperature, a population field can be used. In this case,
we will use the density instead of the average in order to generate the field.

### 2.2 Field Properties

Mathematically fields are defined by continuous functions. It is possible to distinguish several types of fields, at 2D or at 3D, scalar or vectorial. For example, a function $h=f(x, y)$ represents a scalar 2D field. For instance, for a digital terrain, elevation is a scalar 2D field which can be written as $z=f(x, y)$, and annual rain level can be written as $r=f(x, y)$ and daily rain as $r=f(x, y, t)$ where $t$ corresponds to time. The wind is a vector 3D field with time, i.e. it needs three coordinates the represent the direction of the wind; it can be written as a vector such as $w x=f(x, y, z, t)$, wy $=f(x, y, z, t), w z=f(x, y, z, t)$. But if we want to work with the wind velocity, we need to differentiate those functions according to time.

| Dimension/ <br> Type | Scalar | Vector |
| :--- | :--- | :--- |
| 2ذ | $h=f(x, y)$ | $h x=f(x, y)$ <br> $h y=f(x, y)$ <br> $h z=f(x, y)$ |
| 3D | $h=f(x, y, z)$ | $h x=f(x, y, z)$ <br> $h y=f(x, y, z)$ <br> $h z=f(x, y, z)$ |

Table 1: Different kinds of fields
In the sequel, to alleviate the text, we will speak about the coordinates of a field. By coordinates, we mean be either $x, y$ or $x, y$ and $z$, or even $x, y, z$ and $t$, depending of the number of variables in the field.

For the determination of a field, some elements are need:

- to have a set of points together with their value. Starting from those values, the function can be defined contingent to have a mathematical model. In the absence of such a model, some conventional estimation procedures can be launched.
- in some cases, not point values are known, but some zonal local densities or means: let us define them as statistical constraints.
- in some cases, some local characteristics lead to a very strong modification of the field; for instance a cliff in a digital terrain model; those are called morphological constraints.

Let us call seeds the sample points which are used to generate the field. And starting from those characteristics, the field can be estimated. An interesting system was made by Pariente for estimating fields with statistical and morphological constraints based on a


Figure 4: From averaging to real values. (a) Some regions and their average temperatures. (b) Smooth temperature along a cross-section.
neural network with a pyramid accelerator (PARIENTE \& LAURINI 1993, PARIENTE 1994b, PARIENTE \& SERVIGNE \& LAURINI 1994).

### 2.3 Constraints

A Geographic Information System (LAURINI \& THOMPSON 1992) should model reality as closely as possible. When attribute values have only been measured at a subset of all grid points, the values at the remaining grid points need to be estimated as accurately as possible, at the same time preserving salient features of the observed reality. The interpolation model must satisfy the user's needs, but must also respect morphological and mathematical constraints as well as information arising from a statistical study of the environment: all these constraints must be taken into account. The following section describes four main constraints. not all of which are taken into account by existing interpolation methods.

### 2.3.1 Morphological discontinuities

The system must be able to take into account the possible discontinuities in the studied phenomenon (modeled by means of a continuous field). A number of geographic objects can be considered as discontinuities, such as cliffs, roads, rivers, walls, geological fractures and political frontiers. These objects depend on the category of the phenomenon, and describe the relationships between geographic objects. If the boundary of a geographic entity corresponds to a discontinuity, it will be taken into account in the continuous field estimation process. The system must be able to take into account the possible discontinuities in the studied phenomenon (modeled by means of a continuous field). A number of geographic objects can be considered as discontinuities, such as cliffs, roads, rivers, walls, geological fractures and political frontiers. These objects depend on the category of the phenomenon, and describe the relationships between geographic objects. If the boundary of a geographic entity corresponds to a discontinuity, it will be taken into account in the continuous field estimation process.

### 2.3.2 Continuity and differentiability

The general trend of attribute values should be continuous, regular and differentiable (in order to avoid a crisp fracture in the values, unless it corresponds to a discontinuity discussed above). Values at sites that are close together in space are more likely to be similar than others located further away, and to depend on each other from a statistical point of view (spatial autocorrelation).

### 2.3.3 Preserving sample point attribute values

The estimation method must return the exact value of a sample point, and not an estimated one. Thus exact interpolation methods (returning exact values) are preferred to approximate ones (yielding estimates). Some mathematical methods do not meet this constraint, overall cause preference is given to differentiability rather than precision. It is important to preserve the original values of sample points because of possible problems of database integrity.

### 2.3.4 Attribute values for points or zones (statistical constraints)

Attribute values can be either the mean value of a zone (or the standard deviation), or can refer to the attribute value at one particular point. In the first case (attribute of a zone) it is useful to include statistical constraints in the estimation process, allowing constraints to be specified using the standard deviation, or regression parameters, or the mean value of a region. In this way, measurement errors can be reduced.

This (by no means exhaustive) list of constraints for a satisfactory interpolation method has been presented in order to meet precise requirements. In general, classical interpolation methods meet only a small subset of these constraints, which is why new methods of estimation are needed, together with a language including all specifications to improve the quality of estimates. See PARIENTE 1994a for details.

### 2.4 Field as an Abstract Data Type

As previously explained, fields, or more exactly field values are a new sort of attributes for object. So the key-idea is to consider fields as an abstract data type, in which we must mention:

- the nature of the field (temperature, altitude, hygrometry, sounds, etc.);
- the dimensions of the field where, e.g. a 2 or 3D, or $3 \mathrm{D}+$ time scalar field corresponds to spatial coordinates $x, y$ and possibly $z$ and $t$ and one spatial variable (attribute value) $w$. If the field is a vector field, the dimension is greater, and this field can be described as $x, y, z, t, w_{1}, w_{2}, \ldots$, $w_{n}$ where $w_{1}, w_{2}, \ldots, w_{n}$ is the attribute vector of point $x, y, z$ and $t$;
- the list of intervals of definition for each spatial dimension; for example, for a scalar field, the dimensions can be defined as $[-3.4975,+128423.1]$ for $x$, and $[5479.12,10000]$ for $y$; so a sort a multidimensional bounding box will be defined;
- an interval of dates, corresponding to the validity of the different components of the field. Only components with a validity interval corresponding to that of the field will be taken into account (or with an infinite interval of validity);
- a set of sample points;
- a set of statistical constraints;
- a set of discontinuities.

| Type FIELD |
| :---: |
| Representation |
| nature_of_field : string, |
| dimension : integer, |
| interval_for_each_dimension : |
| list of (Interval), |
| interval_of_validity : Interval, |
| samples : set of (Sample_Point), |
| statistical_constraints : |
| set of (Statistical_Area), |
| morphological_constraints : |
| set of (Discontinuity) |
| Methods |
| Interpolation |

Interval is an abstract data type corresponding to intervals of real numbers (such as [2.3, 78.23]; note that it is possible to specify an infinite interval by indicating an interval value $R$ (set of real numbers) corresponding to $]-\infty,+\infty[$. The class Sample_Point can described such as:

| Class Sample_Point inherit Point |
| :---: |
| Representation |
| Point_ID : Point, |
| attribute_vector : list of (real), |
| validity_sample : Interval |

Each object of class Sample_Point possesses attributes, such as:

- the point coordinates ( $x, y$ and possibly $z$ );
- the vector of attribute values (temperature, altitude, etc.); if it is a scalar field, this vector will contain only one element. In the case of a vector field, this vector will contain several attribute values according to the dimensions of the field;
- the period of validity of sampling.

The class Statistical_Area: modeling statistical constraints (here, only on the mean value of a zone, but it can be extended to standard deviation):

```
Class Statistical_Area
            inherit Geographic_Area
        Representation
        Geographic_area_ID :
            Geographic_Area,
    mean_of_the_geographic_area :
            real,
        validity_stat: Interval
```

The attributes correspond to:

- the name of the geographic area concerned with the statistical constraint;
- the value of the mean to be reached;
- the period of validity of the statistical constraint.

The class Discontinuity allows the modelling of morphological constraints i.e. barriers.

```
Class Discontinuity inherit Line, Polyline
    Representation
            Geographic_line_ID :
                                    Geographc_Line
            nature_of_discontinuity : string
            validity_discontinuity : Interval
```

The attributes correspond to:

- the geographical line;
- the nature of the discontinuity (a wall, river, road, frontier, etc.);
- the period of validity of the discontinuity constraint

In addition, some functions and operators will allow us to handle the objects needed to represent the continuous field, as described above. The main operations can be classified as basic management (adding, removing or modifying objects, fields or attributes) and queries.

Let $F$ be a continuous field of data. Now Field is regarded as a new abstract data type, providing the definitions of continuous scalar or vector fields. Declaration of scalar and vector fields with their components (sample points, statistical areas and discontinuities):

```
Field F ( name_of_field,
        nature_of_field,
        dimension, /* of the field */
        (inter1, inter2),
        /* intervals of def for each dim */
        [begin_date, end\_date],
        /* interval of validity */
        (Sample_ID1,...),
        /* list of sample point */
        (Stat_area_ID1,...),
```

```
        /* list of constraints */
        (Discontinuity_ID1,...)
        /* discontinuities */
)
```

Other classes could be introduced in this model, like for the support of acquired data, such as the class of spatial models used (grid cell, polygons, triangular irregular networks, a regular grid of points, irregularly spaced points or contour lines) or the class of interpolation method used (see KEMP 1993) and these classes would be aggregated to the class Field. In this model (Figure 5), interpolating techniques are not mentioned, so classes like spatial data models and interpolation methods are not included in the specification of the object-oriented model. For another model of field data, refer to (GORDILLO \& BALAGUER 1998).


Figure 5: Object-oriented model emphasizing the links between geographic objects and continuous fields

### 2.5 Field Operators

For the manipulation of a field, among others we need to add or remove constraints. In addition, we need to compute the gradients, the derivatives, and the integrals.

### 2.5.1 Definitions of Field Operators

The first operation is to compute the value of the field at a given location starting from the coordinates. In other terms, we need an interpolation mechanism in order to estimate the value of the field. Once the value is determined, it is possible to estimate the gradients and the integral over a zone.
Finally, queries must return the estimated attribute value or the gradient of a point, or the integral or the density of a zone. For the attribute value of a point,

```
Estimation (F, #point )
```

returns a real value, the attribute value of the specified point, if the field is scalar. If it is vector field, it returns a vector. For the gradient of a point,

```
Gradient (F, #point )
```

returns a vector of three elements, which is the gradient of the specified point. For the integral of a zone,

```
Integral (F, #geographical_area)
```

returns the integral of the domain specified by the area. For the density of a zone,

```
Density (F, #geographical_area )
```

returns the density of the domain specified by the area.
When the field is temporal, all operators must include generalized dates (year, month, day, hour, minute, etc.) as parameters such as:

```
    Estimation (F, #point, date )
    Gradient (F, #point, date )
Integral (F, #geographical_area, date )
Density (F, #geographical_area, date )
```

In some cases, the integral and the density may be computed not only for a precise date, but for a period of time, so giving expressions as follows:

```
Integral (F, #geographical_area, period)
Density (F, #geographical_area, period)
```

The last functionalities refer to spatio-temporal continuity. in order to estimate those values, in addition to spatial interpolation some temporal interpolation procedures must be realized.

This list of query operators is by no means exhaustive; other operators can be defined in order to construct a complete for continuous fields.

### 2.5.2 Operators for Constraint Management

The second set of operators is linked to the management of constraints. For statistical constraints, we can add or remove samples and, means. For morphological constraints, we can add or remove some discontinuity. In some cases, we can modify some elements such as discontinuities. See PARIENTE (1994a) or LAURINI \& PARIENTE (1996) for details.

### 2.6 Physical representation of fields

There are several ways to represent field data into a computer, especially depending on the structure of input sampling data. They can be represented by a generalization of well-known techniques for storing digital terrain models (see Laurini \& Thompson 1992 for details). Among them, let us mention:

- when the input data are regularly distributed over space, for instance a grid, the raster format can be chosen. In this case, it is sometimes nicknamed as devil staircase or giant causeway;
- when the data are irregularly distributed, a Delaunay triangulation and a Voronoi tessellation can be constructed (Preparata \& Shamos, 1986); this representation can be seen as an extension of TIN (Triangulated Irregular Networks);
- in some cases, isolines are interesting as a generalization of contour levels.

In general, grid and triangulation systems look very interesting for storing and querying, whereas isolines look more interesting for visualisation.

In the case of sounds, all these models can be used: in small places, or in the countryside, isolines (here called isophones) are the more relevant way. However, in cities due to the existence of barriers such as faądes, isophones are not very convenient. Due to the spatial distribution of sampling points, a technique based on constrained triangulation can be used.

## 3 Design of a Field-oriented System for Sounds

For designing a relevant database systems for auditory information, we need to capture their semantics. Among the characteristics, we can mention:

- due to physiological aspects, sounds levels are measured logarithmically in decibels;
- sounds generally diffuse radially when there are no obstacles; but in cities due to the existence of lot of objects (car, trees, faa̧des, and so on), we have some difficulty to accept this assumption. In other words, for making interpolation between samples, a very sophisticated model will be necessary;
- in this study, after discussion with acoustic experts, linear interpolation (Figure 6) of values in decibels will be implemented as a first step. When acoustic experts will give us the more sophisticated model, we will replace the linear interpolation method by this new one.

In addition to conventional queries, we can give three kinds of very specific soundscape queries:


Figure 6: Linear interpolation method for noise evaluation.

- spatio-temporal queries based on field-oriented approach and interpolation methods. An example of this kind of query can be "what is the mean sounds level in the 12th street at $40^{\text {'clock am ?" }}$
- queries to identify similarity between sounds records based on signal similarity. In this cases, an example of sound is given in the framework of "sounds by example". See FALOUTSOS 1996.
- queries based on key-words as criteria.

Only the first query will be addressed in this paper. In this section, after having given some fundamentals in acoustics, we will only explain some elements in the acquisition, the updating of auditory information and the necessary operators.

### 3.1 Some Elements on Acoustics

One of the ultimate goals of an urban sound information system is to detect noisy places where people are hindered so as to enhance their environment. Indeed people trouble is not necessary proportional to the noise level but depends also on physiological aspects, and that it is unavoidable to try to describe noise not also with quantitative aspects but with qualitative aspects. In this paper, only quantitative aspects will be considered.

Two types of quantitative criteria characterize a sound :

- the equivalent continuous noise ( $L e q$ ) which need different measures during a day to obtain a representative average of noise environment. The $L e q$ depends on:
- delay of analysis period
- level of instantaneous noise.
- the three statistical levels:
- $L_{50}$ : level of average noise obtained during $50 \%$ of the analysis period,
- $L_{100}, L_{99}:$ level of background noise,
- $L_{1}$ : level of peak noise.


### 3.2 Data acquisition

A lot of various information must be required to characterize a soundscape. Information can be quantitative (ex: sounds level) but also qualitative to be more realistic (ex: pleasant or not). The numerous information which is needed leads to difficulties, first to identify them as key variables, then to make data acquisition, and to finally model them.

Among others information required concerns:

- physical description of space: topography, buildings, road networks...,
- description of space occupation (sound impact): animals, buildings (ex: school), public places (ex: gardens, parks)...,
- urban acoustic data (sounds level of traffic, variation...),
- indicators of sound identity based on socioeconomic and psychological information,
- sounds records.

Data acquisition is achieved by :

- collecting data in existing urban databases,
- sounds measurements and collecting in decibels (db) by sound recordists,
- organizations of surveys (city-dwellers, sites),
- recording sounds on various places (typically 1 to 2 mn ).


### 3.3 Updating

Cities evolve and so sounds do. In the design of an information system, updating is a crucial issue. From a computer point of view, two aspects are emerging:

- the necessity to store and update spatio-temporal information, implying perhaps the use of versions in the database,
- the requirements of simulation of the future imply to work with different scenarios of evolution; here also the concepts of versions is a key-component.

Presently, the measures are daily stored with bulk updates. But in the future, one can imagine a realtime system with sensors distributed in selected places throughout the city. But this aspect is outside the goal of this paper.

### 3.4 Conclusions

To conclude this section about the modeling of sounds using the field-oriented approach; let us say that this. approach is very interesting. However faa̧des appear to act like barriers in the diffusion of sounds. So, the goal of this project is only to consider the storing and retrieving of auditory information in public spaces.

As an example of field-orientation, let us give very rapidly the declaration of a city in which we can find several zones, the city itself, downtown and the main square, and two punctual zones (town-hall and hospital). In addition, three fields are used, namely for modeling population, temperature and for auditory information, anywhere in the city.

```
City Elasty-City (
    town_area : Geographic_Area,
    downtown_area : Geographic_Area,
    town_hall_location : Point,
    hospital_location : Point,
    main_square : Geographic_Area,
    city_hall_temperature:
        TEMPERATURE
        (town_hall_location),
    hospital_temperature :
        TEMPERATURE
        (hospital_location),
    town_population :
        POPULATION(town_area),
    downtown_population :
        POPULATION(downtown_area),
    town_soundscape :
        SOUNDS(town_area),
    main_square_soundscape:
        SOUNDS(main_square),
    ....)
```

Now that we know more about the modeling and the querying of auditory information, let us give some elements regarding the indexing of sounds levels.

## 4 Field Indexing for Sounds Levels

As previously said, field databases consist of a large amount of data, like other types of geographical data, which requires to be stored on secondary memory. And, if the structuring is not adequately done, it may considerably degrade the performance of the system, especially due to the disk access time. It is, therefore very important to index field data for accelerating the access and processing time. The main goal of indexing is to find where requested data are stored on disk, without scanning the whole disk space. Each type of data needs its proper indexing method, and field data
also requires a specific indexing method. However, as far as we know in the literature, no proper indexing method has been proposed or developed. In this section, we will investigate the problems and possible approaches of field indexing for sounds.

### 4.1 Typical Field Queries for Sounds

In order to develop an indexing method for a system, we need first to clarify its purpose, which may be described by a set of operators, or a set of typical queries. While operators for alphanumeric or one-dimensional data are simple, those for spatial data are complex and diverse, and they are even more complex for field data. It is nearly impossible to investigate indexing method for all kinds of field data and we therefore restrict our focus on field operators only for sounds. And even sound field has several aspects, such as levels, directions or signal of sounds, in this section, we will deal only with the level of sounds as field data and leave other aspects as open issues.
In this section, we examine a list of typical field queries for sounds. It may be incomplete but long enough to show the problems and motivation of the field indexing for sounds data. Suppose that we have field data for noise levels within a certain region: they may be represented such as terrain models, for example contour lines, DEM (Digital Elevation Model) or TIN (Triangulated Irregular Network) (LAURINI \& THOMPSON 1992). But we do not treat details on the physical representation of field in this section.

A field query consists of three variables, namely spatial variable $S$, temporal variable $T$, and level variable $L$ concerning sounds level. Since a field can be defined by an mathematical equation, $f(L, S, T)$ $=0$, a field query can be represented by a function of one or two specified variables for calculating the other variables. Each variable can be a value or a set of values. First $S$ is a point, a line or a region. Second, time $T$ is also a value $t$, an interval $I=(t 1, t 2)$ or a recurrence $C=(I, P)$ where $I$ is an interval within given period $P$. By recurrence, we mean, for instance, Tuesdays afternoon, summer nights, and so on. For example, a temporal condition for "every day at 3:00 a.m." can be described as (3:00, 24), which means 3:00 per every 24 hours. And $L$ can be also a value or an interval. The response of the query depends on the type of $S, T$ and $L$. Now we can classify the types of queries according to the types of query returned values as follows:

$$
\text { Q1 : } f^{-1}(\mathrm{~S}, \mathrm{~T})=\mathrm{L}, \text { (Estimation Query) }
$$

Find sounds level on a given area $S$ for a given time $T$.

Q2: $f^{-1}(\mathrm{~L}, \mathrm{~T})=\mathrm{S}$,
Find region with sounds level $L$ for a given $T$.
Q3: $f^{-1}(\mathrm{~L}, \mathrm{~S})=\mathrm{T}$,

Find time with sounds level $L$ on a given region.
Q4: $f^{-1}(\mathrm{~L})=(\mathrm{S}, \mathrm{T})$,
Find time and region $(S, T)$ with sounds level $L$. Q5 : $f^{-1}($ Lmax $)=(\mathrm{S}, \mathrm{T})$ (Aggregation Query)
Find time and region ( $S, T$ ) with maximum sounds level L.

Q1, the estimation query, is the most simple among the above query types, and the result depends on the types of $S$ and $T$. For example, it is a surface, when $S$ is a region and may be a value when $S$ reduces to a point. The second type of query, Q2 is to find the region from conditions about time and sounds level. In contrast, Q3 is to find temporal set with spatial and sounds level conditions. While we inquire the region and corresponding time with a given sounds level by Q4, Q5 is to find the same thing but with maximum sounds level. And when $S$ in Q5 is a region, one intends to find region and time that the average of the sounds level is maximum, as shown by Figure 7.


Figure 7: Regions with maximum sounds level.
Note that the queries listed above have only spatial aspect, if the value of temporal variable is infinite. For example, if $T$ in Q 1 is $[0, \infty)$, Q1 becomes only field query with only spatial aspect. Also if the value of spatial variable is infinite, the queries have only temporal aspect.

### 4.2 Field data indexing versus field indexing

The concept of field for modeling continuous phenomena is essentially an intensional way of modeling the real world based on seed points. Let us remind that an extensional view of a set is based on the declaration of all objects belonging to a set, whereas in an intensional view, the objects are described by properties. In our case, it is impossible to define the infinite number of objects (field points) belonging to the field. But those objects have in common to follow the Laplace equation of the field.

As a consequence, when the space is described with only with "all-fashioned" (i.e. extensional) spatial objects, conventional indexing are adequate, whereas since fields are described intensionnally, fresh indexing techniques must be used.

So, now the question is: do we have to index the field itself or the field data? What are the difference between those two indexing techniques?

- field data indexing means that we want to index all the data supporting the field (field seeds); in this case, all conventional techniques used for indexing spatial and spatio-temporal data can be re-utilized. But if some peaks (for instance the peak at 27 degrees in Figure 4) and pits of the field are not present in the sample, they will never be retrieved by the user. In this case, field data indexing is equivalent to the indexing of only sampled data used in the field (seeds).
- in the other hand, field indexing means the indexing of the whole field, i.e. not only the seeds, but also all other field points, the number of which is infinite. In this case, since it is impossible to index an infinite number of points, new techniques must be introduced, for instance based on subfields. By subfield, we define a finite number of subsets of the field, each of them being described, for instance by a sort a multidimensional bounding box. So now, all peaks and pits will be either retrieved or estimated, and finally provided to the user. But the main difficulty remains the optimal splitting of the field into subfields.

Indeed let us examine some common spatial indexing techniques (GAEDE \& GUENTHER 1998), temporal indexing techniques(SALZBERG \& TSOTRAS 1997) or spatio-temporal indexing techniques. Their goal is to index discrete data never continuous data; in other words, they are valid to store field seeds but not the complete continuous field. Obviously some assumptions behind discrete indexing methods can be reused for continuous indexing.

Taking this idea into account, some spatial or spatiotemporal techniques can be used as a basis to field indexing, but with the difference that we are not indexing isolated objects, but continuous subfields and.. the corresponding seeds.

### 4.3 Indexing Structure

Before mentioning field indexing method for sounds, we need to explain the physical representation for field data of sounds. Since we treat only level of sounds, they may be represented as a surface like terrain. And terrain model such as DEM and TIN could be a good representation method for the field data for sounds.

However, when we take into account the temporal aspect, its representation becomes very complex. Suppose that we have a TIN to represent a field, each vertex of triangle has a series of values according to time. However, we do not deal with detail method for field representation in this section, and rather generalize it to survey the indexing method. The only assumption that we make is that the field is divided into a number of auditory subfields, which are simplified by a tuple as follows,

$$
\begin{equation*}
F_{s}=\left(I_{x}, I_{y}, I_{L}, I_{t}\right) \tag{1}
\end{equation*}
$$

where each I represents an interval of $x, y$, sounds level $L$ and time $t$, respectively. In fact, this tuple means a minimum bounding box of a subfields in 4-D. Therefore, a field can be described by a set of minimum bounding boxes. This simplification implies that we are going to apply the filtering and refinement strategy to process queries. This strategy is very efficient in reducing the number of disk accesses by comparing only minimum bounding boxes during the filtering phase without examining the complex spatial objects stored on disk. Only the candidate objects selected during filtering phase are to be carefully examined during the refinement phase. The improvement of performance is considerable and it has become a common strategy in processing spatial operators.

And the simplification also means that it may be possible to apply one of traditional spatial indexing methods, such as R-tree (GUTTMAN 1984), GridFile (NIEVERGELT et al. 1984), Quadtree (SAMET 1984), etc., to index field data for 4 -dimension. But as mentioned by (THEODORIDIS et al. 1998), temporal dimension is not just like another dimension due to its peculiarity. For example, some properties such as the ordinality or the recurrence that we explained in the previous section, cannot be found in other dimensions. We will discuss on field indexing methods by separating them into two categories. First we are going to examine the field indexing methods without considering temporal aspect. And then we will try to investigate the indexing method taking temporal aspect into account.

### 4.3.1 Without temporal aspects

As we ignore the temporal aspect in a field database, the field reduces to a set of 3-dimensional auditory subfields $F_{s}=\left(I_{x}, I_{y}, I_{L}\right)$. Two approaches are possible to index field data without temporal aspect. The first is to generalize spatial access methods which are divided into two classed; PAMs (point access methods, for example, grid file) and SAMs (space access methods, for example, $R^{*}$-trees) (GAEDE \& GUENTHER 1998). For indexing field data, 3-D SAM such as 3-D $R^{*}$-tees (BECKMANN et al. 1990) can be used because the subfields can be considered as 3-D rectangles.

However this approach has weak issues. The auditory subfields are not uniformly distributed along the axis of sounds level, but skewed around specific values as shown by Figure 8. It may lead to many overlaps between minimum bounding boxes of 3-D. $R^{*}$-trees and may degrade the performance of indexing in comparison with the case of the uniform distribution of data (KIM et al. 1995). The second problem comes from the consideration of the dimension for sounds level as other dimension $(x, y)$. In fact, the spatial operators or queries, such as containment, nearest neighbor, and spatial join differ from those for field data, described in the previous section.


Figure 8: Distribution of auditory subfields
The second possible approach, called Hybrid Indexing, is to separate the dimension of sounds level from spatial dimensions. It means that we build two indexing structures, one for sounds level and one other one for spatial dimension. As far as spatial dimension is concerned, we simply use one of traditional spatial indexing method. And there are several possibilities for indexing sounds level, which are normally represented as an interval $I_{L}=\left[L_{\min }, L_{\max }\right]$. First, indexing methods for temporal data, such as AP-tree (GUNADHI 1993), IP-index (LIN et al. 1996) and interval B-tree (ANG 1995) may be employed. But since the temporal interval differs that of sounds level and they could give a bad performance. An example of such difference is that the intervals of sounds levels are skewed around some specific values as shown by Figure 8; while temporal intervals are relatively uniformly distributed. The second possibility is to transform each interval $I_{L}=\left[L_{\min }, L_{\max }\right]$ to 2-dimension of ( $L_{\min }, L_{\max }$ ). Each interval becomes a point in transformed space then any PAM can be used.

The transformation gives an interesting property. For example, Q2 can be simply processed by the indexing with transformation method as Figure 9 shows. When a query such as "find the region where sounds level is between 50 db and 60 db " is given, the subfields in area VI satisfy the query and those in area IV and
$V$ will be the candidates. The careful refinement on the candidates will give a correct answer.

Now we will examine how the 3-D SAM and hybrid method work to process the typical queries listed in the previous section. Suppose that we have a query of Q1 type, for example, "find the sounds level for a given area W". With 3-D SAM and hybrid method, it is straightforward to find the result. By 3-D SAM, for example 3 -D $R^{*}$-tree, we can easily find the minimum bounding boxes intersecting with area $W$ by recursive manner. And the leaf nodes in $R^{*}$-tree point the candidate subfields which are eventually refined for the correct answer. It is also easy to process such query by hybrid method. It is sufficient to apply any PAM to find subfields intersecting with given region $W$.

For the second query type Q2, we need a more sophisticated processing than Q1. Suppose that a query "find the region where sounds level is between 50 db and 60 db " is given. By 3-D SAM, the query processing is also straightforward like Q1. We can find the candidate subfields by filtering minimum bounding rectangles whose values of sounds level intersect with [50db, $60 \mathrm{db}]$. But the processing method of this query type by hybrid indexing differs from that of Q1. While the processing of Q1 uses the index for spatial dimension, we need to employ the index for sounds level dimension. For example, we can easily find the subfields satisfying the query condition, that is, falling on zones IV, V, and VI in Figure 8, by the transformation method. By other methods belonging to this catergory, such as AP-tree, interval B-tree, IP-tree or MAP 21 (NASCIMENTO \& DUNHAM 1997), it is possible to find the subfields, though the performance may vary more or less.

Since the query types Q3 and Q4 are related with temporal aspect, we discuss on the corresponding methods in the end of the section. Instead, we see the indexing method for processing Q5 with 3-D SAM or hybrid method. Suppose that we have a query "find the point where the sounds level is maximum". First, we can also employ 3-D SAM to process this query. With 3-D $R^{*}$-tree, we can easily find the subfield with maximum sounds level, which is in fact the minimum bounding box whose upper bound of sounds level is maximum. However when we want to find the region of given area (for example, $100 \mathrm{~m}^{2}$ ) with maximum sounds level, the processing method becomes a little complicated. We select the minimum bounding box whose upper limit is maximum (bounding box A in Figure 10). And we remove the minimum bounding boxes whose upper limit is less than that of the selected bounding box. By repeating this procedure in recursive way, we can finally find the candidate auditory subfields that are to be carefully examined on refinement phase. This mechanism is in fact a typical example of filtering and refinement strategy based on $R^{*}$-tree and we can apply the similar process for other


Figure 9: Indexing by Transformation Method.


Figure 10: Indexing for Q5 with 3-D $R^{*}$-tree.

3-D SAM.
As far as hybrid method is concerned, the processing method for this query depends on the type of index on sounds level. For example, we can find the subfield with maximum subfield by accessing to the rightmost leaf node on AP-tree or interval B-tree. And when transformation is employed, the uppermost point on transformed space corresponds to the subfield inquired.

### 4.3.2 Taking time into account

When we consider temporal aspect, the indexing method becomes much more sophisticated. The field indexing method with temporal aspect is related with spatio-temporal indexing, as field indexing without temporal aspect is with spatial indexing. It means that the indexing method on spatio-temporal data is an emergent research area and no remarkable researches have been done (THEODORIDIS et al. 1998). For the same reason, it is difficult to find any satisfactory work on field indexing with temporal aspect.

A number of spatio-temporal indexing methods has been proposed and they are distinguished into two categories with respect to the basic spatial index structure used as follows. The methods belonging to the first category are the extensions of R-tree (GUTTMAN 1984), which simplifies spatial objects by their minimum bounding boxes for spatial index: 3D R-trees (THEODORIDIS et al. 1996), MR-trees and RT-trees (XU \& LU 1990), and HR-trees (NASCIMENTO \& SILVA 1998).

- 3D R-trees treat time as another dimension and is used for the management of spatio-temporal multimedia objects in a authoring tool.
- MR-trees and HR-trees construct R-tree at each time-stamps and overlap them to obtain the advantage of utilization of common node and path.
- RT-trees incorporate the time information into the node of the index, in order words this method couples time intervals with the spatial ranges in each node of the tree in order to overcome the disadvantage of MR-trees when there is not many common path.

THEODORIDIS et al. (1998) introduce the specifications of spatio-temporal index structure, evaluates and compares the spatio-temporal access methods of this category with respect to the specifications.

The second category includes the methods which use quadtrees and the idea of overlapping B-tree in order to represent successive states of the objects according to the change of the time: Overlapping Linear Quadtrees (TZOURAMANIS et al. 1998). This method is used to store consecutive raster images according to transaction time by means of overlapping

|  | R-Tree | Quadtree |
| :--- | :--- | :--- |
| (a) Extension of tem- <br> poral dimension | 3D R-trees | Octree |
| (b) Overlap the spa- <br> tial indexing struc- <br> ture | MR-trees, <br> HR-trees | Overlapping <br> Linear <br> Quadtrees |
| (c) Modification of <br> spatial index struc- <br> ture | RT-trees |  |

Table 2: Comparing various indexing techniques
linear quadtrees in order to avoid storing identical subquadrants of successive instances of image data evolving over time.

If we classify the spatio-temporal access methods mentioned above according to the spatial access method used and to the technique for incorporating time information, the following table (Table 2) can be obtained.

In Table 2, the columns (R-Tree, Quadtrees) represent the used spatial indexing methods for spatiotemporal indexing method. And the rows ((a), (b), (c)) represent the tecniques for temporal information in spatio-temporal indexing method.

In general, the variants of $R$-tree, in special the case of (a) in the above table, are not efficient in cases where minimum bounding boxes include a large amount of dead space, i.e., the case of moving objects, for example the navigation of a car. By contrast, the methodsi, employing overlapping technique are not suitable if a number of objects move from a temporal instant to another. The reason is that there is no many common paths between the index structures to be overlapped. The case (c) requires the good and sophisticated strategies which have not been well proposed and tested until now for node splitting considering the spatial and time characteristics in the same time.

However, it is practically impossible to directly employ spatio-temporal indexing methods to temporal field indexing due to the peculiarity of field and temporal data. And the spatio-temporal methods mentioned above did not pay a full attention on such characteristics. For example, the recurrence makes it difficult to represent and index field data. Suppose a query "find sounds level on a region for every Sunday", which is a typical example of Q1. The simplest way to represent the recurrence is to extend the dimension to 4-D including temporal dimension and respectively locate all recurrences on the dimension. By this approach, we treat temporal data as others without any specific consideration, and it may simplify the method in a considerable way, but it is supposed to give a bad performance.

However, the temporal data possesses different properties from other kinds of data and a careful understanding and exploitation of them may facilitate
to develop a good temporal field indexing method. It remains as an open issue to develop temporal field indexing methods.

## 5 Conclusions

The goal of this paper was to give on overview of a new kind of database systems allowing to deal with spatio-temporal continuous data, and an application especially devoted to urban sounds. Due to the physical characteristics of sounds, and the psychological and physiological impacts over humans, it is very important to propose a new kind of database.

By considering sounds levels as mathematical fields, and sounds values as a new abstract data type, the key-elements of a new modeling technique were given in this paper, one of the difficulty being the indexing not only of sampling values, but also of other elements for speeding up queries.

Field-oriented models can thereof be considered as an interesting approach for all spatio-temporal continuous phenomena. Sounds are one of them if we consider level values. Here only a very simple linear interpolation mechanism was used. But in the future, when acoustic models will better mimic the diffusion of sounds especially in cities, more relevant information systems will be offered to urban decision-makers.

In addition, we have tried to present a solution of a new problem, i.e., continuous indexing method. Starting from ideas for discrete spatio-temporal indexing methods, we have extended those techniques in order to index continuous spatio-temporal data, namely subfields. Back to auditory database, one of the main difficulty is the visualisation of sounds, and an example is given Figure 11.

Another very challenging aspect is the modeling of tape-recorded auditory information. Here the problem will not be anymore the simple interpolation between sounds values, but also the interpolation of signals.

Presently, we are finalizing the specifications of a prototype. When the prototype will be in use, some other interesting research problems must be carried out, especially for the storing and retrieving of tape-recorded acoustic signals and their interpolation throughout the public space.
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Within GIS, networks have been mainly represented at the geometrical level. This paper demonstrates that the definition of additional levels of abstraction extend the semantics of GIS networks. Networks are analysed and modelled at the conceptual and logical levels, independently of the underlying geometrical representation. The management of this two-levels representation leads to the development of a new interpretation of the database projection operator. This new operator is oriented to a semantic representation of a network. Network component properties are identified at the node and link component levels. We define four semantic constants: Global, Subset $_{N}$, Subset $_{L}$ and Subset ${ }_{N, L}$. The semantic of alphanumeric properties are identified and their propagation with the application of network operators is characterised in function of the semantic constants. The closure of network manipulations on the database schema supports the definition of a data model that integrates the result of a network operator. This data model is built as a subset of the data models involved in network operators.

## 1 INTRODUCTION

A lot of efforts are under progress to elaborate innovative solutions for the representation and exploration of complex database applications. In the context of geographical databases, several spatial data models have been identified through the integration of geometrical and topological principles (e.g., David 1993, Guting 1989, 1993 and 1995, Haas 1991, Kolovson 1993, Larue 1993, Scholl 1989, Van Oosterom 1993). Similarly, many proposals have been defined to formalise spatial query languages within databases (e.g., BrossierWansek 1995, Egenhofer 1990, Frank 1982, Orenstein 1988). The common and accepted model representation of discrete entities in space integrates the underlying structural constraints that organise the geographical representation. For instance, cartographic models use topological relationships to structure entities in space (Peuquet 1984). Similarly, graph structures are introduced into database models to model networks (Mainguenaud 1995). Network structures are particularly useful to represent physical or influence relationships in space. Physical networks include the distribu-
tion of electricity, gas, water or telecommunication resources. Influence networks describe economical or social patterns in space. Network can be also used to represent spatial navigation processes in space and time, i.e., a movement, generally a human one, between several locations in space. Such processes are represented throughout cognitive representations of space that integrate complementary levels of abstraction (i.e., large and local scales according to (Kuiper, 1978). In this case, network nodes represent symbolic and discrete location in space, edges displacements between these places (Claramunt 1995).

If several spatial database models and query languages have been proposed to represent the properties of networks in space (Claramunt 1996, Guting 1989, Haas 1991), the definition of a data manipulation language that operates, organises and presents a set of network queries within their geographical context is still an important research challenge to be addressed. Surprisingly, the definition of operators that address the presentation of query results has been hardly investigated within classic databases. Database query
languages are mainly based on a logic of predicates that restrict a query result to a set of tuples or objects. The projection operator restricts a query result to some of the relation attributes. To extend the semantics of the projection operator, aggregate functions have been proposed (e.g., sum, average, maximum, minimum, count). These functions can be integrated within the projection operator in order to extend the semantics delivered by the query result. In a GIS context, a query result combines network, spatial and alphanumerical properties. A first extension proposed to handle spatial data in query languages is the introduction of spatial predicates (e.g., in the where clause of an extended SQL-like query language). However, the semantics of these languages is not adapted to the complexity of geographical applications in which query operations are often oriented toward the spatial and logical manipulation of entities. The introduction of spatial operators, (e.g., in the select clause), improves the benefit of spatial operators as a new spatial semantics may be derived from their application (Guting 1989 and 1993, Haas 1991, Larue 1993, Orenstein 1988).

For alphanumeric attributes, current spatial query languages assume that the semantics of the operand components is still valid for the alphanumeric attributes delivered by a projection operator. This assumption is correct for queries based on the application of predicates in which the resulting semantics is not changed (i.e., no new attribute nor spatial representation are created). However the introduction of spatial operators within database queries change the resulting semantics as the spatial component of the query result may be derived (e.g., application of a spatial intersection operator). The propagation of alphanumeric properties within spatial operators have been studied in a previous work (Mainguenaud 1994). A classification defines the semantics of spatial entities at the topological level (i.e., an alphanumeric attribute is valid at either the interior, boundary or global spatial representation) and at a partial or global spatial representation (i.e., an alphanumeric attribute is valid, or not, for a subset of the spatial representation of this entity). The entity level defines the possible overlap, or not, in space for two instances of a same entity.

Accordingly, a data definition language must identify (1) an appropriate semantics of alphanumeric attributes and (2) rules for the propagation of these attributes within network operators. We can make a distinction between network operators that generate or not a new semantics (i.e., creation of new entities or not). That is a mandatory requirement to avoid inconsistencies or false interpretations in the analysis of network query results. This paper proposes an analysis of the semantics of GIS network operators and the definition of propagation rules that monitor the propagation of network component attributes. This analysis
will support the redefinition of a projection operator suited for the presentation of query results that involve the manipulation of spatial data networks. From the database point of view, this application context represents a case study which may act as a reference and can be generalised with some minor adaptations to any network representations. From a GIS point of view, the context is of particular interest for applications oriented toward the representation of physical and semantic networks. The remainder of this paper is organised as follows. Section II presents the data model we use to explain the manipulations of networks. Section III discusses network operators and their semantics. Section IV develops the identification and application of a revisited projection operator. Section V draws the conclusion.

## 2 DATA MODEL SUPPORT

The definition of a network data model implies the integration of logical, geometrical and alphanumeric properties into a user-defined network representation. Therefore, modelling a network application requires the identification of the following elements:

- logical connections between network entities. The concept of graph is well adapted to model such connections.
- geometrical properties of the network and its component entities. In the context of our model, the geometrical level is defined by the concept of Abstract Data Type that allows an independent representation of the physical data model (Stemple 1986).
- alphanumerical properties of the network described within a so-called data structural model. We use a complex object data model for the description of alphanumerical properties with three constructors: [] for tuple, \{\} for set and $<>$ for enumerated type (similar models with a matching semantics could be used without loss of generality).
- logical, geometrical and alphanumeric levels represented by an homogeneous user-defined network model.

We model a network with the concept of graph. A graph is a pair (V, E) where $V$ is a set of vertices and $E$ is a sub-set of $V \times V$. An incident function maps an edge to a couple of vertices. This basic definition is completed by labelling functions. Two labelling functions allow the introduction of alphanumeric properties for vertices and edges. A node models a vertex with its labelling function. A link models an edge
> $\mathrm{G}(\mathrm{V}, \mathrm{E}, v, \varepsilon, \Psi)$
> $V$ is a set of vertices, $v$ is a labelling function for vertices
> E is a set of edges, $\mathrm{\varepsilon}$ is a labelling function for edges
> $\Psi$ is an incident function $\mathrm{E}->\mathrm{Vx}$ V

Figure 1: Definition of a graph
with its labelling function. Let us consider a graph as defined in (Cruz 1987):
In order to simplify the notation, a network built on a graph $\mathrm{G}(\mathrm{V}, \mathrm{E}, \nu, \varepsilon, \Psi)$ with labelled vertices and labelled edges is denoted N ( $\mathrm{N}, \mathrm{L}$ ). For example a node is used to model an airport, a link to model a connection between two airports. Networks can be defined from one to many level of abstractions depending on the application semantic. The integration of networks defined at complementary scales can be realised by the application of logical operators that allow to compose and decompose network subsets (Claramunt 1996, Frank 1982, Mainguenaud 1996). For the purposes of this research, we restrict the domain of study to a set of networks defined at a same abstraction level (the same principles can be easily extended to multilevel representations).

## 3 Logical and geometrical levels

A network is structured through two complementary logical and geometrical levels which are defined as follows:

- logical level: A network is logically defined by a set of nodes and by a set of links. This level is independent of the underlying geographical representation. The logical level supports the application of network operators (e.g., path, paths)
- geometrical level: This level describes the geometrical properties of the network entities. It permits the application of metric operators (e.g., distance, area). Spatial constraints and operations are generally derived and defined from the geometrical level. They allow to manipulate the geometrical and topological properties of network entities (e.g., adjacency, inclusion).

This two-levels structure leads to the manipulation of spatial entities at two distinct levels (1) the logical level and the application of logical operators (e.g., logical connection) (2) the geometrical level and the application of spatial operators (e.g., spatial intersection). For instance, two distinct flight routes that in-
tersect in space may be not logically connected. The distinction between these two structural levels are generally not represented and integrated within current database models and applications. However, a distinct representation of the geometrical and logical levels is more adapted to a finer representation of the semantics of spatial networks, particularly for applications which are oriented to the modelling of logical connections (e.g., maritime or aerial navigation).

A spatial network includes two orthogonal logical and geometrical levels. The logical level is mandatory by definition. The geometrical level is optional. We propose a definition of a network in function of the completeness of its geometrical level, with the definition provided in (Guptill 1995), that is, depending on the availability or not of the spatial representation instances. Let us define two Boolean functions to handle the existence or not of a spatial representation for a node and for a link, respectively:

IsSpatialNode: Node type -> Boolean
IsSpatialLink: Link_type -> Boolean
Definition: A network is spatially complete whenever a spatial representation is available for all nodes and all links.
$\mathrm{N}(\mathrm{N}, \mathrm{L})$ build on a graph $\mathrm{G}(\mathrm{V}, \mathrm{E}, \nu, \varepsilon, \Psi)$ is spatially complete <=>
$\forall \mathrm{ni} \in \mathrm{N}, \forall \mathrm{l}_{i} \in \mathrm{~L} /$ IsSpatialNode $\left(\mathrm{n}_{i}\right)=$ True $\wedge$ IsSpatialLink $\left(1_{i}\right)=$ True
Definition: A network is spatially incomplete whenever at least one spatial representation is not available for a node or a link and at least a spatial representation is available.
$\mathrm{N}(\mathrm{N}, \mathrm{L})$ build on a graph $\mathrm{G}(\mathrm{V}, \mathrm{E}, \nu, \varepsilon, \Psi)$ is spatially incomplete <=>
$\left(\exists \mathrm{n}_{i} \in \mathrm{~N} /\right.$ IsSpatialNode $\left(\mathrm{n}_{i}\right)=$ False $\vee \exists 1_{i} \in$ L / IsSpatialLink ( $l_{i}$ ) = False) $\wedge$
$\left(\exists \mathrm{n}_{i} \in \mathrm{~N} / \operatorname{IsSpatial}\right.$ Node $\left(\mathrm{n}_{i}\right)=$ True $\vee \exists \mathrm{l}_{i} \in$ L / IsSpatialLink ( $l_{i}$ ) = True )

Definition: A network is a-spatial whenever no spatial representation is available for all nodes and all links.
$\mathrm{N}(\mathrm{N}, \mathrm{L})$ build on a graph $\mathrm{G}(\mathrm{V}, \mathrm{E}, \nu, \varepsilon, \Psi)$ is a-spatial <=>
$\forall \mathrm{n}_{i} \in \mathrm{~N}, \forall \mathrm{l}_{i} \in \mathrm{~L} / \operatorname{IsSpatial}$ Node $\left(\mathrm{n}_{i}\right)=$ False $\wedge$ IsSpatialLink $\left(l_{i}\right)=$ False
From an application point of view, spatially complete networks allow to represent networks which are described by a complete geometry in space at both the node and link levels. On the other hand, spatially incomplete networks are oriented toward the representation of schematic or immaterial networks in space (i.e., spatial networks that describes influence or gravitational forces with no link geometry) or networks that are constituted by some incomplete data (i.e., some spatial representations are missing).

## 4 User defined level

Network applications require to handle the logical representation of a network (e.g., in order to define a query that delivers the flight connections or the paths between two airports), the alphanumeric properties (e.g., a query that delivers Air France flights) and the visualisation of a geometrical representation (e.g., a query that displays a map that presents the flight connections between two airports). The representation of a network must handle these complementary model levels and their semantic relationships in order to process and combine the semantics of these queries.

Let us consider an abstract data type modelling an object identifier, named Oid.type (e.g., a name, a number). Using the notations of complex objects, a graph and a network are defined with Abstract Data Types as follows:

Vertex_type $=$ [ Oid: Oid_type]
Vertices_type $=\{$ Vertex_type $\}$
Node_type $=$ [ Oid: Oid_type, Representation: Spatial_Representation_type]

Nodes_type $=\{$ Node_type $\}$
Edge_type $=$ [ Oid: Oid_type, Origin: Vertex_type, Destination: Vertex_type ]

Edges_type $=\{$ Edge_type $\}$
Link_type $=$ [ Oid: Oid_type, Origin: Node_type, Destination: Node_type,

Representation: Spatial_Representation_type]
Links_type $=\{$ Link_type $\}$
Graph_type $=$ [ Vertices: Vertices_type, Edges: Edges_type ]

Graphs_type $=\{$ Graph_type $\}$
Network_type $=[$ Nodes: Nodes_type, Links: Links_type ]

Networks_type $=\{$ Network_type $\}$
Node_type, Link_type and Network_type can be respectively considered as sub-types of Vertex_type, Edge_type and Graph_type. To simplify the presentation, the set of integrity constraints defined on such a schema is not presented.

Using the previous network definitions, we define an example database that describes an international flight network between some European airports: London, Brussels, Amsterdam and Paris (Figure 1). To explain by example the different logical and geometrical configurations of a network, let us consider that this database may be a-spatial (Figure 1A), spatially complete (Figure 1B) or spatially incomplete (Figure $1 \mathrm{C})$. Using the notations of complex objects, the network and its components are defined with Abstract Data Types as follows (note that the logical representation of this network and its components is still valid if the spatial attributes Representation are not included in the network and component types):

Airport_type $=$ [ Oid: Oid_type, Representation: Spatial_Representation_type,

Category: string ]
Flight_type $=[$ Oid: Oid_type, Representation: Spatial_Representation_type,

Origin: Airport_type, Destination:

## Airport_type,

Duration: float, Price: float]
EU-Network_type $=[$ Airports : $\{$ Airport_type $\}$, Flights: \{Flight_type\} ]
Airport_type represents the nodes of the netowrks. Flight_type the links of the network. Alphanumerical and spatial attributes for Airport_type (e.g., Category) and for Flight_type (e.g., Duration) correspond to the introduction of the functions n and e in the definition of a graph, respectively. They constitute a network modelled by the EU-Network_type. In particular, the a-spatial network may represent the point of view of a user which is only interested in the logical connections of the flights. The Paris - Brussels and Paris - Amsterdam links overlap in the geometrical level although they are logically distinct (Figure 1B/1A). Symbolic representations in Figure 1C such as Paris or the link Paris-Amsterdam have no particular spatial location. A link such as the London-Brussels one has a spatial location which is only relevant for its origin and destination (e.g., London and Brussels).

## 5 NETWORK OPERATORS

Several database query languages have been proposed for the manipulation of networks (e.g., BrossierWansek 1995, Cruz 1987, Guting 1989)). We analyse query operators that manipulate and derive the semantics of spatial networks. The definition of a minimal set of network operators is far away the scope of this paper. We propose a classification of network operators based on a distinction of the query results in order to identify different semantic levels in the re-analysis of the projection operator. That leads to a distinction between operators that manipulate networks and network components (i.e., nodes and/or links). We analyse these network operators from a structural, topological, semantic or set-oriented points of view:

- Structural operators correspond to the manipulation of graph components - network to node and link or node and link to network (i.e., decomposition or composition operations) -. They are applied on networks or network components.
- Topological operators manipulate graph properties (e.g., paths operator), they manipulate networks or a network and some of its components and deliver a network (or a set of networks).
- Semantic operators manipulate the semantics of alphanumerical attributes for networks or network


Figure 2: Example database
components. They correspond to classic database operators.

- Set-oriented operators are conventional set theory operators (e.g., intersection). They are applied on networks or network components.


## 6 Network-oriented operators

The main objective of network-oriented operators is to provide one (or several) network(s) as a result. We hereafter detail the classification (structural, topological, semantic and set-oriented). The Build_In operator is an example of a structural network-oriented operator applied on a set of links and on a set of nodes to define a network, i.e., composition. The Build_In operator is the equivalent of the Insert operator in a conventional database. Nodes and Links may exist in the database without being regrouped in a network (similar to an association relationship in a EntityRelationship model). The signature of the Build.In operator is as follows:
Build_In: Links_type x Nodes_type -> Network_type
The path operator is one of the most frequent topological network-oriented operator used in network applications. However, evaluating all possible paths in a network between an origin and a destination is not a relevant query in a GIS context (i.e., from a user point of view). A limitation must therefore be introduced (Mainguenaud 1996). Two levels of requirements can be defined:

- The first level operates at the link level (e.g., a query that delivers a path whose flight links are restricted to a specific company: Air France flights). Let us define an abstract data type Criteria_type to model such requirements.
- The second level operates at the path level (e.g., the global duration is less than 4 hours). Let us define an abstract data type Constraints_type to model such requirements.

A path is evaluated on an underlying network. Defining the most efficient algorithm to compute the transitive closure for the evaluation of a path operator is not relevant in our context. Let us define a generic path operator. In the context of a GIS query, several origins or destinations may be defined. A constrained definition is introduced on the path operator. The evaluation must be restricted to insure a realistic time of computation. The path evaluation can be required between a single origin and a single destination, between a single origin and a set of destinations or between a set of origins and a single destination. Conventional path operators, such as defined in Gral (Guting 1989) or Starburst (Haas 1991), have the following signature:

Path: Node_type x Node_type x Constraints_type x Criteria_type x Network_type -> Graph_type
the result is a unique path (e.g., shortest path)
In order to provide a realistic solution for GIS applications, a relevant signature is:

Paths: Nodes_type x Nodes_type x Constraints_type
x Criteria_type x Network_type -> Graphs_type
the result is a set of possible paths
The result of the second signature is a set of graphs. Each graph from this set is a path without a cycle (an origin, a destination and the set of links between the origin and the destination). The application of a constraint such as "the path duration is less than four hours" may be verified but the real duration is not provided. However, we argue that a valuable decision must be taken depending on several selection criteria. A shortest path may not be the most convenient criteria as additional thematic parameters may be applied. Such a query is difficult to formulate from a computational point of view. Therefore, a human interaction with the query result is highly recommendable. In the case of our example database, a query delivering a set of paths between Paris and London is the most appropriate solution as a relevant choice implies a human decision process that combines additional criteria (e.g., company preferences, timetables). However, this objective implies the introduction of additional information that represent the network semantic in order to support such an interactive decision process. Then we introduce a labelling function in the definition of a network as follows:
$\mathrm{N}(\mathrm{N}, \mathrm{L}, \alpha)$
where $\alpha$ is a labelling function that complements the network semantic.
Using the function $\alpha$, the limitation of the context in which a network is embedded (Figure 1) disappears. Our example database can now be extended. Alphanumerical and spatial attributes for EU_Network_type (e.g., Condition) correspond to the introduction of the function $a$ in the definition of a network.

EU-Network_type $=[$ Oid: Oid_type, Airports : \{Airport_type\},
Flights : \{Flight_type $\}$
Condition: string, Cumu-
lated_Length: float, Companies: (string),
Length_Air_Traffic_Corridor: float, Air_Traffic_Noise: float, Context : Spa-
tial_Representation_type]
Accordingly the signature of the path operator is as follows:

Paths: Nodes_type x Nodes_type x Constraints_type x Criteria_type x Network_type ->

Networks_type

The Largest_Common_Subgraph operator is a second example of a topological network-oriented operator. This operator is applied on two networks, and returns a network. Its signature is as follows:

Largest_Common_Subgraph: Network_type x Network_type -> Network_type

Such operators are often NP-complete. In the case of a GIS query, a network mostly represents a path. A path (without cycle in our case) is a Directed Acyclic Graph (DAG). In a path a node has at most one predecessor and one successor. This topology allows the application of operators that are in theory NP-complete but with a realistic complexity in the context of our network model (even with a large graph).

The Networks_Selection operator is an example of a semantic network-oriented operator applied on a set of networks. This operator manipulates the semantics of a set of networks verifying some selection criteria. It is similar to the relational selection operator. Its signature is as follows:

Networks_Selection: Networks_type x Criteria_type -> Networks_type

The Networks_Intersection operator is an example of a set-oriented network-oriented operator applied on two sets of networks. The resulting networks belong to the two sets of networks from the left part of the signature (e.g., same Oid). Its signature is as follows:

Networks_Intersection: Networks_type $x$ Networks_type -> Networks_type

Table 2 summarises relevant configurations for network-oriented operators with an operator example for each identified class (structural, topological, semantic and set-oriented). The left part of a signature is presented as a regular expression on the different types. This table represents the possible operator configurations. No other left part of the signature can be involved since the pair (Links_type, Network_type) implies the definition of Nodes type to validate Links_type, and therefore corresponds to (Network_type)+. By definition, a structural operator can only be defined from its network components in order to compose a network (i.e., applies for nodes and links). Structural operators correspond to the manipulation of graph components from a level of abstraction to another one. In the context of our model, only nodes or links (i.e., composition: Build_In operator) can be involved in the left part of the signature to provide a network. This configuration delivers for example a network from a sequence of nodes and links. By definition, topological operators involve at least a network in the signature. No topological operator can be defined with a signature that does not involve at least one network. Semantic and set-oriented operators provide a set of networks and therefore can only be defined with (Networks_type)+ in their left part of the signature.

## 7 Node-oriented operators

The main objective of node-oriented operators is the extraction of nodes. They can be applied on a network or on one (or several) set(s) of nodes or links. The choice of relevant nodes is based on structural, semantic, or set-oriented purposes. The Nodes_Projection operator is an example of a structural node-oriented operator applied on a network, i.e., decomposition (e.g., a query that delivers the cities of a network). This operator transforms a network into its unique set of nodes. Its signature is as follows:

## Nodes_Projection: Network_type -> Nodes_type

The Nodes_Projection operator is applied on a Network_type (i.e., a unique network). The Origins (resp. Destinations) operator is a second example of a structural node-oriented operator. It is applied on a set of links, i.e., decomposition. This operator manipulates the structural properties and returns a set of nodes verifying that resulting nodes are the origin (resp. destination) of a link (e.g., a query that delivers the airport which is the departure of a flight). Its signature is as follows:

Origins: Links_type -> Nodes_type
The Nodes_Selection operator is an example of a semantic node-oriented operator applied on a set of nodes. This operator manipulates the semantics of nodes and returns a set of nodes that verify some selection criteria from a set of nodes (e.g., a query that delivers a set of airports of a particular category). Its signature is as follows:

Nodes_Selection: Nodes_type x Criteria_type -> Nodes_type

The Nodes_Difference operator is an example of a set-oriented node-oriented operator. It is applied on two sets of nodes and delivers a set of nodes that verify that these nodes belong exclusively to the first set of nodes in the left part of the signature. Its signature is as follows:

Nodes_Difference: Nodes_type x Nodes_type -> Nodes_type

Table 3 summarises the relevant configurations for node-oriented operators with an operator example for each class (structural, semantic and set-oriented). This table represents the possible configurations. As a node can be derived from a network or a link, structural operators are defined from Network_type and Links_type. By definition no structural operator can be defined with Nodes type in its signature. Topological operators are not relevant for node-oriented operators since a node is an atomic component of a network. Semantic and set-oriented operators provide a set of nodes and therefore can only be defined with Nodes_type in their left part of the signature.

| Left part of <br> the signature | structural | topological | semantic | set- <br> oriented |
| :---: | :---: | :---: | :---: | :---: |
| (Nodes_type)+ <br> (Links_type)+ | Build_In |  |  | $\ddots$ |
| (Nodes_type)+ <br> Network_type |  | Paths | $\ddots$ | $\vdots$ |
| (Network_type)+ |  | Largest_Common_ <br> Subgraph | Networks_ <br> Selection | Networks_ <br> Intersection |

Table 1: Network-oriented operators

| Left part of <br> the signature | structural | semantic | set-oriented |
| :---: | :---: | :---: | :---: |
| Network_type | Nodes_Projection |  |  |
| (Nodes_type)+ |  | Nodes_Selection | Nodes_Difference |
| (Links_type) + | Origins |  |  |

Table 2: Node-oriented operators

## 8 Link-oriented operators

The main objective of link-oriented operators is the extraction of links from a network. They deliver a set of links. They can be applied on a network or on one (or several) set(s) of links or nodes. The choice of relevant links may be based on structural, semantic or set-oriented purposes. The Links_Projection operator is an example of a structural link-oriented operator applied on a network, i.e., decomposition. This operator transforms a network into a set of links (e.g., a query that delivers the links of a network). Its signature is as follows:

## Links_Projection: Network_type -> Links_type

The Build_In_Link operator is a second example of a structural link-oriented operator applied on two sets of nodes, i.e., composition. This operator derives a set of links from two sets of nodes. The semantics of the Build_In_Link operator is similar to the Build_In operator but the level of interaction is the link instead of being the network. Its signature is as follows:
Build_In_Link: Nodes_type x Nodes_type -> Links_type.

The Links_Selection operator is an example of a semantic link-oriented operator applied on a set of links. This operator manipulates the semantics of a set of links verifying some selection criteria from a set of links (e.g., a query that delivers the flights that take less than two hours). Its signature is as follows:
Links_Selection: Links_type x Criteria_type -> Links_type
The Links Intersection operator is an example of a set-oriented link-oriented operator applied on two sets of links. This operator delivers a set of links that belongs to the two sets of links of the left part of the signature. Its signature is as follows:

Links_Intersection: Links_type x Links_type -> Links_type
Table 4 summarises the relevant configurations for link-oriented operators with an operator example for each class (structural, semantic and set-oriented). As a link may be derived from a higher abstraction level, i.e., a network, or from a lower abstraction level, i.e., a set of nodes, structural operators are defined from Nodes_type or Network_type. By definition, no structural operator can be defined with Links_type in its
signature. Topological operators are not relevant for link-oriented operators since a link is an element of the Cartesian product of atomic components, i.e., nodes. Semantic and set-oriented operators are applied on sets of links and therefore can only be defined with Links_type in their left part of the signature.

## 9 Derived operators

The efficiency of a network query language can be improved by the definition of derived operators that combine the semantics of network, nodes and links operators. The signature of these operators may involve types such as Criteria_type, Constraints_type, Network(s)_type, Nodes_type or Links_type in the left part (i.e., operands) and types Nodes_type, Links_types or Network(s)_type in the right part (i.e., result). As an example, let us define the operator Starting Places with the following signature:

Starting_Places: Network_type -> Nodes_type.
The Starting_Places operator returns the set of nodes which have no predecessor in a given network. This function does not increase the expressive power of the query language since it can be expressed by a composition of operators, on a network, Ne, using a functional notation by:

Nodes_Difference (Origins (Links_Projection (Ne)), Destinations (Links_Projection (Ne)) )

Furthermore, it does not change the problematic of managing network operators as the right part of the signature is still based on the same concept: a node. However it provides a user-oriented and user-friendly operator in the context of network queries.

## 10 PROJECTION OPERATOR

## 11 Network semantic

A network is a composite entity (nodes and links) whose alphanumerical properties are constrained at the internal (within the network components) or at the external levels (e.g., by another network logically connected to one or many nodes of this network). These properties convey some analogies with the spatial domain whereas the alphanumeric properties of entities may be constrained either at the internal (e.g., interior, boundary) or external levels (e.g., merge of independent spatial maps that share some common entities).

Within network representations, the semantics of alphanumeric properties have to be analysed with respect to their node and link components. This leads to separate attributes defined (and restricted to) at the composite (i.e., network or link levels) and component levels (i.e., node, link, node and link levels).

From the following three sorts, Network, Node and Link, we define the notion of derived attribute and inherited attribute. Network operators allow transformations between these three sorts: Network to Node or Link, Link to Node, and Link and Node to Network. The data model associated with the result of these operators is built from the original data model (i.e., functions a, n, e) and attributes that can be provided by the operand(s). An attribute is said to be derived whenever its definition is provided by the application of an aggregate function on operand(s) (i.e., creation of a new semantics). An attribute is said to be inherited whenever its definition is provided by the conventional projection operator or by a composition or decomposition operation (i.e., propagation of an existing semantics).

We introduce a set of semantic constants associated with network and network component attributes:

- A "Global" network attribute is an attribute whose semantics is restricted to the composite network as a whole, i.e., no inheritance of such an attribute is authorised at the node and link component levels from the network level. A "Global" network attribute is relevant for the representation of qualitative data (e.g., an attribute that represents the general condition of a network) as well as for a network attribute derived from the application of an aggregated function on nodes and links (e.g., a cumulated length attribute of a network). Similarly a "Global" link attribute is an attribute whose validity is relevant for the link as an element of the Cartesian product $\mathrm{N} x$ N , i.e., this attribute is not relevant for any node component (e.g., a duration attribute for a flight link). By default node attributes are classified as "Global".
- A "Subset ${ }_{N, L}$ " network attribute is an attribute whose semantic is also relevant at the node and link composite levels, i.e., inheritance of such an attribute is authorised at the node and link component levels from the network (e.g., an attribute that represents the list of companies that use a network).
- A "Subset ${ }_{N}$ " network attribute is an attribute whose semantic is also relevant at the node composite level, i.e., inheritance of such an attribute is authorised at the node component level from the network level (e.g., an air traffic noise attribute). A "Subset ${ }_{N}$ " link attribute is an attribute whose validity is relevant for a subset of the element of the Cartesian product N x N (i.e., based on origin and/or destination).
- A "Subset ${ }_{L}$ " network attribute is an attribute whose semantic is also relevant at the link composite level, i.e., inheritance of such an attribute

| Left part of <br> the signature | Structural | Semantic | Set-Oriented |
| :---: | :---: | :---: | :---: |
| Network_type | Links_Projection |  | $\vdots$ |
| (Links_type)+ |  | Links_Selection | Links_Intersection |
| Nodes_type <br> (Nodes_type) + | Build_In_Link |  |  |

Table 3: Link-oriented operators


Figure 3: Semantic constants, static definitions
is authorised at the link component level from the network level (e.g., length of an air traffic corridor attribute).

A semantic constant "Subset ${ }_{L}$ " link attribute is not directly defined at the link level as it needs an origin and a destination to exist (i.e., equivalent to a global semantics). The only way to provide a "Subset ${ }_{L}$ " link attribute is an inheritance from the network level. No "Subset ${ }_{N}$ " semantic constant is defined for a node attribute from the static point of view as a node represents an atomic component for network operators. The only way to provide a "Subset $N_{N}$ node attribute is an inheritance from the network or link levels. Figure 2 describes the static definition of semantic constants for network component attributes.

We introduce the semantic properties of the network components, from the static point of view, as follows:

Let $\mathrm{N}(\mathrm{N}, \mathrm{L}, \alpha)$ represents a network with its labelling function

Let $A_{N, L}$ be the set of Network attributes provided by the labelling function $\alpha$

Let $A_{L}$ be the set of Link attributes
Let $\mathrm{A}_{N}$ be the set of Node attributes
Let $a_{i}$ be an attribute of $A_{N, L}$ we qualify the characterisation of $\mathrm{a}_{i}$ as either a Global, Subset ${ }_{N, L}$, Subset $_{N}$ or Subset $L_{L}$ attribute depending on its semantics.

Let $a_{i}$ be an attribute of $A_{L}$ we qualify the characterisation of $a_{i}$ as either a Global or Subset ${ }_{N}$ attribute depending on its semantics.

Let $\mathrm{a}_{i}$ be an attribute of $\mathrm{A}_{N}$, we qualify the characterisation of $a_{i}$ as a Global attribute.

Let $C$ be a function that provides the classification of an attribute

Sort_type $=<$ Network, Node, Link>
C: string x Sort_type $-><$ Global, $^{\text {Subset }}{ }_{N, L}$, Subset $_{L}$, Subset $_{N}>$

## 12 Network operators

The left part of a signature of an operator is built with one to several sorts (Network, Link, Node). A basic right part of a query (i.e., a result) is defined as a sort. The data model associated with the result is built from the different data models involved in the left part of the signature. Semantic constants are associated with each attribute involved in the data model (i.e., in the left part of the signature). A transfer rule is applied from the left part to the right part of the signature in order to define the result data model (i.e., a set of data model attributes and their semantic constants).

The data model of the result is built with a subset of the respective data models involved in the left part and the derived attributes involved in the query. Conventional problems of database schema integration such as homonyms (i.e., two attributes with the same name but a different application semantics) are not relevant in the context of our model since the operators identified are closed on the same database schema. The unique source of conflict may be between two attributes with a same application semantic but different semantic constants. Therefore, we define an order for the semantic constants: from the lower level of abstraction to the higher: Global, Subset ${ }_{N}$, Subset $_{L}$, Subset $_{N, L}$. Whenever a conflict arises, the priority is given to the higher level of abstraction (manipulations are closed on the database schema).

We classify network operators into two groups:


Figure 4: Decomposition


Figure 5: Composition
intra-component and heterogeneous operators. Intracomponent operators involve the same sort in the left part and in the right parts of the signature. Intra-component operators regroup semantic and setoriented operators. They do not provide a transfer of data models from the left part to the right part of the signature as the semantics of the data models is similar. The data model result is defined as the union as some attributes may appear in the data model of the sub-set of the operands, nevertheless the semantics is similar since the sorts are identical. Heterogeneous operators regroup structural and topological operators and therefore involve different sorts in the left part. The definition of transfer rules is relevant to define the data model of the result. Figure 3 and Figure 4 illustrate the different levels of abstraction involved in network operators. The decomposition reflects the different levels of abstraction from networks to nodes (Figure 3). The composition reflects the different levels of abstraction from node to link - to build a link and node and link to network - to define a network (Figure 4).

## 13 Heterogeneous operators

These operators provide a transfer since they manipulate network components rather than instances. Therefore transfer rules are defined from the conceptual point of view and are independent of the operator
semantic (the approach is far different from spatial oriented operators as no creation of spatial representation is involved).
Node-oriented operators classified as structural deal with a decomposition and lead to a transfer from the network level or the link level. An attribute for a node is derived (arrow (a) Figure 3) from a network attribute classified as Subset $_{N, L}$ or Subset $_{N}$
$\mathrm{A}_{N}=\mathrm{A}_{N} \cup\left\{\mathrm{a}_{i} \in \mathrm{~A}_{N, L} / \mathrm{C}\right.$ ( $\mathrm{a}_{i}$, Network) $=$ Subset $_{N, L} \vee C\left(a_{i}\right.$, Network $)=$ Subset $\left._{N}\right\}$

An attribute for a node is derived (arrow (b) Figure 3) from a link attribute classified as $\operatorname{Subset}_{N, L}$ or Subset $_{N}$
$\mathrm{A}_{N}=\mathrm{A}_{N} \cup\left\{\mathrm{a}_{i} \in \mathrm{~A}_{L} / \mathrm{C}\left(\mathrm{a}_{i}\right.\right.$, Link $)=\operatorname{Subset}_{N, L}$ $\vee C\left(a_{i}\right.$, Link $\left.)=\operatorname{Subset}_{N}\right\}$

Link-oriented operators classified as structural deal with a decomposition and lead to a transfer from the network level. An attribute for a link is derived (arrow (c) Figure 3) from a network attribute classified as Subset $_{N, L}$, Subset $_{N}$ or Subset $_{L}$
$A_{L}=A_{L} \cup\left\{a_{i} \in A_{N, L} / C\left(a_{i}\right.\right.$, Network $)=$ Subset $_{N, L} V$
$C\left(a_{i}\right.$, Network $)=$ Subset $N \vee C\left(a_{i}\right.$, Network $)=$ Subset $_{L}$ \}

Network-oriented operators classified as structural deal with a composition and lead to a transfer from the left part to the right part of a signature. Functions $\nu, \varepsilon$ and $\alpha$ are involved. A signature defined with at least a Node(s)_type sort (resp. Link(s)_type) in the left part implies a transfer of attributes from the Node(s)_type (resp. Link(s)_type), i.e., the function $\nu$ (resp. $\varepsilon$ ), to the result. The extension of the data model - from the network on which the operator is applied or from the query definition process - is provided by aggregate constraints (i.e., function $\alpha$ ). A network attribute is inherited from a node attribute classified as Subset ${ }_{N}$. A network attribute is inherited from a link attribute classified as Subset ${ }_{N, L}$, Subset $_{N}$ or Subset ${ }_{L}$. A network attribute is derived from the query when it is required (e.g., calculated from an aggregate function) and is classified as Global.
$\mathrm{A}_{N, L}=\mathrm{A}_{N, L} \cup\left\{\mathrm{a}_{i} \in \mathrm{~A}_{N} / \mathrm{C}\left(\mathrm{a}_{i}\right.\right.$, Node $)=$ Subset $\left._{N}\right\} \cup$
$\left\{\mathrm{a}_{i} \in \mathrm{~A}_{L} / \mathrm{C}\left(\mathrm{a}_{i}\right.\right.$, Link $)=$ Subset $_{N, L} \vee$
$C\left(a_{i}\right.$, Link $)=\operatorname{Subset}_{N} \vee C\left(a_{i}\right.$, Link $)=$ Subset $\left._{L}\right\}$ U
$\left\{\mathrm{a}_{i} / \mathrm{a}_{i}\right.$ is obtained by an aggregate function on N and/or L\}

Network-oriented operators classified as topological with a more complex signature than (Network_type)+ (e.g., path operator) can be considered as a special case of network-oriented operators providing a network from a network. The nodes or the links involved in the signature must already belong to the networks involved in the left part of the signature (e.g., the origin and the destination of a path operator). Table 5 summarises the transfer function for heterogeneous
operators which involve a decomposition (i.e., from a network to a link or from a link to a node).

The semantic constant associated with an attribute in the result data model may be different from its initial one. Subset ${ }_{N, L}$ classification is concerned by this change as the link properties is not valid anymore when the result is a node sort. The new semantic constant is Subset ${ }_{N}$ in this case. We extend the definition of derived attribute as follows: an attribute is said to be derived when its classification changes when its sort changes.

## 14 Dynamic of network operators

A sequence of network operators is realised at either a same (e.g., a sequence of Node_Difference operators applied on several node sets) or different abstraction level (e.g., a sequence of operations that successively decompose a network to links and these links to nodes - arrow (c) then (b) Figure 3). We qualify these sequences as horizontal and vertical, respectively.

The sequence of operators may be interpreted as the evaluation of a path in a graph $\mathrm{G}(\mathrm{V}, \mathrm{E}, \nu, \varepsilon, \Psi)$ (Figure 5). Vertices are the different sorts involved in a signature. Edges model the transition from the left part of a signature to the right part. The node labelling function models the sorts involved in a signature. The edge labelling function models the classification of attributes involved in the transfer function.
$\mathrm{V}=\{$ Network, Node, Link $\}$
$\mathrm{E}=\{$ (Network, Network), (Network, Link), (Network, Node),
(Link, Link), (Link, Node), (Node, Node) \}
$\nu=$ sorts
$\varepsilon$ : semantic constants concerned with the transfer function from the left part to the right part

## 15 APPLICATION

The semantic of derived results is provided by the successive propagation of semantic constants. Let us consider as an example, the Starting_Places operator. Its functional expression is:

Nodes_Difference (Origins (Links_Projection (Ne)), Destinations (Links_Projection (Ne)) )

The successive propagation of attributes throughout the application of network operators (Table 5) within this Starting_Places composed operator is as follows:

Links_Projection: (Global, Subset ${ }_{N}$, Subset $_{L}$, Subset $\left._{N, L}\right)->\left(-, \operatorname{Subset}_{N}\right.$, Subset $\left._{L}, \operatorname{Subset}_{N, L}\right)$

Origins: $\left(-, \operatorname{Subset}_{N}\right.$, Subset $\left._{L}, \operatorname{Subset}_{N, L}\right)->(-$, Subset $_{N},-$, Subset $_{N}$ )

Destinations $^{(-,} \operatorname{Subset}_{N}$, Subset $\left._{L}, \operatorname{Subset}_{N, L}\right)->$ $\left(-\right.$, Subset $\left._{N},-, \operatorname{Subset}_{N}\right)$

Nodes_Difference $\left(-, \operatorname{Subset}_{N},-,-\right)->\left(-, \operatorname{Subset}_{N}\right.$, - , -)

Resulting node attributes are original network attributes which have Subset $_{N}$ or Subset ${ }_{N, L}$ semantic constants (Subset ${ }_{N, L}$ is transferred as a Subset $N_{N}$ semantic constant by the Origin and Destination operators at the links level). Let us illustrate the semantic constants and the propagation rules for network operators with our example database. The application of the Starting_Places operator on a network requires the application of the Links_Projection operator. Table 6 presents the data model transfer.

Once the Links_Projection operator has been applied, the Origins and Destination operators are performed to transform a set of links into two sets of nodes. Table 7 presents the second data model transfer.

The Nodes_Difference operator is applied. The data model of a node is not changed as the Nodes_Difference operator belongs to the intra-component operators. Table 8 presents the final data model associated with the nodes. This data model is enriched with a subset of the Network_type (i.e., Companies, Air_Traffic_Noise and Context attributes).

## 16 CONCLUSION

The large diffusion of spatial database applications in scientific, planning and business domains implies the emergence of new requirements in terms of data representation and derivation. Particularly, current spatial data models and query language operations have to be extended in order to integrate a more complete semantic representation of complex domains. The integration and representation of graph structures within spatial data models is of particular interest for many application areas involved in the management of physical or immaterial networks.

This paper proposes the study of spatial network properties and their dynamic integration (i.e., using network operators) within the database projection operator. In order to represent the semantics of spatial network, we propose a classification that distinguishes the logical, spatially complete and spatially incomplete networks. The semantic of network components are studied at the network, link and node levels. The proposed model qualifies the semantics of alphanumeric attributes by a set of constants (i.e., Global, Subset ${ }_{N}$ and Subset ${ }_{L}$, Subset $_{N, L}$ ). These constants allows, or not, their propagation upward at a higher abstraction level (i.e., from nodes to link or network), downward at a lower abstraction level (i.e., from network to links / links to nodes / network to nodes) or at the same abstraction level. The propagation of these semantic properties are characterised and illustrated throughout the application of network operators that manip-

|  | Network -> Link | Link -> Node |
| :--- | :---: | :---: |
| Global | - | - |
| Subset $_{\mathrm{N}}$ | Subset $_{\mathrm{N}}$ | Subset $_{\mathrm{N}}$ |
| Subset $_{\mathrm{L}}$ | Subset $_{\mathrm{L}}$ | - |
| Subset $_{\mathrm{N}, \mathrm{L}}$ | Subset $_{\mathrm{N}, \mathrm{L}}$ | Subset $_{\mathrm{N}}$ |

Table 4: Transfer data model for heterogeneous operators


Figure 6: Dynamic of operators
ulate network components. Further work concerns the identification of an integrated semantic model that combines geometrical and network properties.
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#### Abstract

Several variants of binary search trees were designed to solve various types of searching problems including geometrical ones as point location and range search queries. In complexity analysis we usually abstract from the real implementation and easily derive that the time complexity of traversal from the root of a balanced tree to any leaf is $O(\log m)$, where $m$ is the number of leaves. In this paper we analyse a new method for memory mapping of a binary tree aiming to improve spatial locality of data represented by binary trees and thus performance of traversal algorithms applied on these data structures.


## 1 Motivation

The basic motivation for this research comes from binary search trees for computer graphics applications, where they are used to accelerate ray-shooting. To solve this problem space subdivision schemes are used, see [Watt92] for survey. One space subdivision is an orthogonal binary space partitioning tree ( $B S P$ tree or $B S P T$ in the following text). It is often referred to as $k d$-tree in the context of computational geometry [Berg97]. It was initially developed to solve the hidden surface problem in computer graphics [Fuchs80].

A $B S P T$ is a higher dimensional analogy to a binary search tree. The BSPT for a set $S$ of objects in $\Re^{n}$ is a binary tree defined as follows. Each node $v$ in $B S P T$ represents a non-empty box (rectangular parallelepiped) $R_{v}$ and set of objects $S_{v}$ that intersects $R_{v}$. The box associated with the root node is the smallest box containing all the objects from $S$. Each interior node of BSPT is assigned cutting plane $H_{v}$ that splits $R_{v}$ into two boxes. Let $H_{v}^{+}$be the positive halfspace and $H_{v}^{-}$the negative halfspace bounded by $H_{v}$. The boxes associated with the left and the right child of $v$ are $R_{v} \cap H_{v}^{+}$and $R_{v} \cap H_{v}^{-}$, respectively. The left subtree of $v$ is a BSPT for a set of objects $S_{v}^{-}=\left\{s \cap H_{v}^{-} \mid s \in S_{v}\right\}$, the right subtree is defined similarly. The leaves of the BSPT are either occupied by the objects or vacant.

The $B S P T$ is constructed hierarchically step by step
until termination criteria given for leaf are reached. There are usually two termination criteria. First, maximum depth of $B S P T$ is specified. Second, a node becomes a leaf if the number of objects associated with the node is smaller than a constant. The cutting plane $H$ is for ease of computing search queries perpendicular to one of coordinate axes (orthogonal cutting). The example of $B S P T$ in $\Re^{2}$ space is depicted in Fig. 1.
The most important operation carried out for any $B S P T$ in any application is exhaustive traversal; for example the traversal in depth-first-search (DFS) order. It occurs when $B S P T$ built for $n$-dimensional data is used for point location and range search queries [Samet90]. Several variants of BSPT are thus extensively used in GIS and other spatial database systems.
This decade I/O efficient algorithms and data structures for memory hierarchies have acquired noticeable research interest. The design of these data structures is driven by properties of external/internal memory hierarchy. Some achieved results are given for example in [Chiang95]. The example of design for sorting algorithm which takes into account the memory hierarchy is [Nyberg95].
In this paper we do not deal with external memory data structures, but with the internal memory hierarchy between the processor and the main memory including either on-chip cache or second-level cache. The main difference between this hierarchy and exter-


Figure 1: Binary space partitioning tree in $\Re^{2}$ space
nal memory one is the size of and the access time to one data block. Those for external memory hierarchy are much larger than the ones between the processor cache and the main memory.

Second, techniques for external memory data structures were developed mostly for one-dimensional search problems. For example, well known $B$-tree [Cormen90] cannot be used to decrease time complexity of the $B S P T$ traversal for $n>1$, since the $B$-tree cannot represent $n$-dimensional data. In this paper we analyse novel methods to increase spatial locality of data in the cache and thus to decrease the execution time of any algorithm that uses $B S P T$. For the sake of simplicity we assume traversing BSPT in DFS order from root to a leaf.

## 2 Preliminaries

In this section we recall several facts necessary to understand the concept of $B S P T$ nodes memory mapping. This includes memory allocation techniques and the structure of the memory hierarchy.

### 2.1 Memory Allocation

The key idea of this paper is mapping $B S P T$ nodes to addresses in the main memory. Allocation of dynamic variables is always provided by a memory allocator. Let us suppose the contiguous block of the unoccupied memory is assigned to the memory allocator at the beginning. This is used to assign the addresses within the block to the variables allocated so the variables do not overlap. We call this memory block a memory pool. Since the mapping is crucial for the main contribution of this paper, we discuss it in detail.

Common solution is to use a general memory allocator. Each BSPT node is then represented as a
specially allocated variable. Let $S_{I}$ denote the size of memory to store information in a node. This is the position and the orientation of the splitting plane. Let $S_{P}$ be the size of a pointer. Then the size required to represent one interior $B S P T$ node is $S_{I N}=S_{I}+2 . S_{P}$. Use of the general memory allocator requires to store two additional pointers with each allocated variable that are used later to free this variable from memory pool.

In this paper we also use another strategy to allocate the BSPT node. We use a special memory allocator described for example in [Stroustrup97] to allocate variables of the same type and thus of the same fixed size $S_{V}$. We use BSPT nodes of fixed size and dedicate them a special memory pool. During building up $B S P T$ the nodes are allocated from the memory pool as from an array in linear order.

### 2.2 Memory Hierarchy

The time complexity of a traversal algorithm using $B S P T$ is connected with the hardware used. Let us recall the organisation and the properties of the memory hierarchy. For analysis we suppose Harvard architecture with separated caches for instructions and data. Let $T_{M M}$ denote latency of the main memory (time to read/write one data block).
The larger the memory and the smaller the access time, the higher the cost of the memory. The instruction/data latency of processors is smaller than $T_{M M}$. That is why a cache is placed between the memory and the processor. The cache is a memory of relatively small size with respect to the size of the main memory. The cache latency $T_{C}$ is smaller than $T_{M M}$. This solution is economically advantageous; it uses temporal and spatial locality of data exposed by a typical program and the average access time can be significantly
reduced. Data between the cache and the main memory are transferred in blocks. The size of the block transferred is referred to as cache line size $S_{C L}$. Typical memory hierarchy is depicted in Fig. 2.


Figure 2: Typical memory hierarchy

In this paper we use for analysis only the one cache placed between the processor and the main memory. We denote the time consumed by operations in terms of cycles. Let $T_{W}$ denote the average processing time on a $B S P T$ node to decide whether to follow its left or right descendant.

Typical values for today's superscalar processors and typical application are $T_{M M}=55, T_{C}=4, T_{W}=$ $5, S_{C L}=128$ Bytes for MIPS R8000. These values are taken from [SGI96]. They are used further in the paper. Note that for a typical search algorithm on $B S P T$ holds $T_{W} \ll T_{M M}$.

## $3 B S P T$ Representations

As we already stated the $B S P T$ is actually represented by a binary tree. In general, a binary tree does not represent a valid instance of $B S P T$, since the splitting plane has to intersect the bounding box associated with the node. This is one of the reasons why the decomposition induced by $B S P T$ cannot be simply replaced by B-trees or some hashing scheme commonly used for one-dimensional search problems. The information stored in $B S P T$ node is the orientation and the position of splitting plane. The axis aligned bounding box is known explicitly for a root node only. The axis aligned bounding boxes associated with interior and leaf nodes are not stored explicitly in these nodes, but they can be derived by traversing down the tree.

Let us recall some terminology concerning binary trees. The depth of a node $A$ in the tree is the number of nodes on the path from the root to the node $A$. The depth of root node is zero. We call a binary tree
complete if all its leaves are positioned in the same depth $d$ from the root node and thus the number of leaves is $2^{d}$. An incomplete binary tree is the one that is not complete. Let $h_{C}$ define complete height of a binary tree $A$ as the maximum depth for which the binary tree constructed by the nodes of $A$ is complete. The same definitions hold for $B S P T$.

The next four subsection gives details of $B S P T$ representations in the memory. This includes a usual method to represent $B S P T$ nodes using general memory allocator. We call this random representation. The less used method is DFS order representation. Finally, we describe two forms of a subtree representation that we designed to decrease further the average traversal time on BSPT tree.

### 3.1 Random Representation

A common way to store the arbitrary $B S P T$ in the main memory is to represent each node as a special variable using general memory allocator. The representation is depicted in Fig. 3 (a).

This representation requires additional memory for pointers used by general memory allocator for each allocated variable, but it is the simplest technique to implement. The addresses of nodes in the main memory have no connection with their location in the BSPT. Assume that two additional pointers are needed to allocate the variable. Then the memory size $M_{S}$ consumed by random representation to store $N_{N O}$ nodes of $B S P T$ is:

$$
\begin{equation*}
M_{S}^{\text {random }}=N_{N O} \cdot\left(4 . S_{P}+S_{I}\right) \tag{1}
\end{equation*}
$$

### 3.2 Depth-First-Search (DFS) Representation

A DFS representation is implemented by using the allocator for fixed size variables described in subsection 2.2. In this representation the nodes are put subsequently in the memory pool in linear order, when $B S P T$ is built up in the DFS order, see Fig. 3 (b). The size of the memory consumed to represent $N_{N O}$ nodes of $B S P T$ is:

$$
\begin{equation*}
M_{S}^{D F S}=N_{N O} \cdot\left(2 . S_{P}+S_{I}\right) \tag{2}
\end{equation*}
$$

Then $2 . N_{N O} . S_{P}$ of memory taken by pointers to implement general memory allocator is saved in comparison with random representation.

### 3.3 Subtree Representation

The main goal of this paper is the analysis of $B S P T$ representation proposed originally in [Havran97] to reduce the time complexity of ray-shooting query per-


Figure 3: BSPT representations (cache line size $S_{C L}=3 . s i z e($ node of BSPT)) (a) Random (b) DFS (c) Subtree
formed on $B S P T$. Let us describe the representation in detail.

We also use allocator for fixed size variables, but the size of one allocated variable is equal to cache line size $S_{S L}$. The variable is subsequently occupied by the nodes organised into subtree. The whole $B S P T$ is then decomposed to subtrees, see Fig. 3 (c). Once the subtree is read to the cache, the access time to its nodes is equal to cache latency $T_{C}$. The subtree need not be complete. We distinguish between two subtree representations, see Fig. 4.

An ordinary subtree has all nodes of the same size, with two pointers to its descendants, regardless of whether the descendant lies in the subtree or not.

A compact subtree has no pointers among the nodes inside the subtree because their addressing is provided explicitly by a traversal program. The pointers are needed only to point between the subtrees. The leaves in an incomplete subtree have to be marked in a special variable stored in each subtree (one bit for each node).

The size of the memory described by both subtree representations is given in the next section.

## 4 Time Complexity and Cache Hit Ratio Analysis

In this section we analyse the time complexity of a DFS order traversal for all the $B S P T$ representations described in previous section. The theoretical analysis assumes that the BSPT nodes data stored in the main memory are not loaded into the cache, i.e., cache hit ratio $C_{H R}=0.0$. Further, we suppose that the $B S P T$ is complete and its height is $h_{l}$. An incomplete $B S P T$ requires to compute its average depth $\bar{h}_{l}$ and substitute it for $h_{l}$.

These simplifications enable us to express the average traversal time $T_{A}$ on $B S P T$ in DFS order from its root to a leaf. We compute the $T_{A}$ for an example of $B S P T$ of height $h_{l}=23$. Further, we suppose random traversal and the probability that we turn left in a node is equal to $p_{L}=0.5$.

If some data are already located in the cache ( $C_{H R}>0.0$ ), the analysis can be very difficult or even infeasible. The interested reader can follow e.g. [Arnold 90 ]. Since the cache has asynchronous behaviour, we analysed the case by means of simulation.

### 4.1 Random Representation

We suppose $C_{H R}=0.0$ during the whole traversal, i.e., the processing time of each $B S P T$ node is $T_{M M}+$ $T_{W}$. As we know that the number of nodes along the traversal path from root to the leaf is $h_{l}+1$, we can express the average traversal time $T_{A}$ as follows:

$$
\begin{equation*}
T_{A}=\left(h_{l}+1\right) \cdot\left(T_{M M}+T_{W}\right) \tag{3}
\end{equation*}
$$

For values given above ( $T_{M M}=55, T_{W}=5, h_{l}=$ 23) we obtain $T_{A}=1392.0$ cycles.

### 4.2 DFS Representation

The DFS representation increases the cache hit ratio by involuntary reading the descendant nodes for next traversal step(s) if traversal continues to the left descendant(s) of the current node. Assuming the size of the $B S P T$ node is $S_{I N}=S_{I}+2 . S_{P}$, we derive the average traversal time $T_{A}$ as follows:

$$
\begin{align*}
T_{A}= & \left(h_{l}+1\right) \cdot\left[p_{L} \cdot T_{M M} \cdot \frac{S_{I N}}{S_{C L}}+T_{W}\right. \\
& \left.+T_{C} \cdot\left(1-\frac{S_{I N}}{S_{C L}}\right)+\left(1-p_{L}\right) \cdot T_{M M}\right] \tag{4}
\end{align*}
$$

For $S_{I N}=4+2.4=12, S_{C L}=128$, and $p_{L}=0.5$ we obtain $T_{A}=859.1$ cycles.

### 4.3 Ordinary Subtree Representation

Assume that $S_{C L}$ and $S_{I N}$ are given. Let $S_{S T}$ be the size of the memory needed for each subtree used to represent subtree type identification. We express the size of the memory taken by a complete ordinary subtree of the height $h$ :


Figure 4: Subtree representation: (a) Ordinary (b) Compact

$$
\begin{align*}
& M(h)=\left(2^{h+1}-1\right) \cdot S_{I N}+S_{S T}  \tag{5}\\
& M(h) \leq S_{C L}
\end{align*}
$$

From Eq. 5 we derive the complete height of the ordinary subtree $h_{C}$ :

$$
\begin{equation*}
h_{C}=\left\lfloor-1+\log _{2}\left(\frac{S_{C L}-S_{S T}}{S_{I N}}+1\right)\right\rfloor \tag{6}
\end{equation*}
$$

The number of nodes in the incomplete ordinary subtree in the depth $d=h_{C}+1$ is then:

$$
\begin{equation*}
N_{O D K}=\left\lfloor\frac{S_{C L}-\left(2^{h_{C}+1}-1\right) \cdot S_{I N}-S_{S T}}{S_{I N}}\right\rfloor \tag{7}
\end{equation*}
$$

The average height of the subtree $h_{A} \geq h_{C}$ for $N_{O D K}>0$ is computed as follows:

$$
\begin{equation*}
h_{A}=-1+\log _{2}\left(2^{h_{C}+1}+N_{O D K}\right) \tag{8}
\end{equation*}
$$

Finally, the average traversal time for the whole $B S P T$ of height $h_{l}$ is:

$$
\begin{equation*}
T_{A}=\left(h_{l}+1\right) \cdot\left(T_{W}+\frac{T_{M M}+T_{C} \cdot h_{A}}{h_{A}+1}\right) \tag{9}
\end{equation*}
$$

The subtrees are placed in the main memory so they are aligned with the cache lines when read to the cache. Each subtree corresponds to one cache line. The size of the unused memory in the cache line is then:

$$
\begin{align*}
M_{u n u s e d}^{O S R}= & S_{C L}-\left(2^{h_{C}+1}-1+N_{O D K}\right) \cdot S_{I N}  \tag{10}\\
& -S_{S T}
\end{align*}
$$

For $S_{I N}=12, S_{S T}=4$, we get $h_{C}=2, N_{O D K}=3$, $h_{A}=2.46, M_{\text {unused }}^{O S R}=4$, and the average traversal time $T_{A}=555.9$ cycles.

### 4.4 Compact Subtree Representation

Let $S_{I}$ be the size of the memory to represent the information in the $B S P T$ node, $S_{P}$ the memory taken by one pointer. The size of the memory consumed by a complete subtree of the height $h$ is expressed as follows:

$$
\begin{align*}
M(h)= & \left(2^{h+1}-1\right) \cdot S_{I}+2^{h+1} \cdot S_{P} \\
& +S_{S T}  \tag{11}\\
M(h) \leq & S_{C L}
\end{align*}
$$

The complete height $h_{C}$ of subtree is from Eq. 11 derived similarly to Eq. 6 as follows:

$$
\begin{equation*}
h_{C}=-1+\left\lfloor\frac{S_{C L}+S_{I}-S_{S T}}{S_{I}+S_{P}}\right\rfloor \tag{12}
\end{equation*}
$$

In the same way as for the ordinary subtree representation we derive the number of nodes $N_{O D K}$ located in the depth $d=h_{C}+1$ in the subtree:

$$
\begin{equation*}
N_{O D K}=\left\lfloor\frac{S_{C L}-2^{h_{C}+1} \cdot\left(S_{I}+S_{P}\right)+S_{I}-S_{S T}}{S_{I}+S_{P}}\right\rfloor \tag{13}
\end{equation*}
$$

The unused memory for one subtree in the cache line can be derived similarly as for ordinary subtree:

$$
\begin{align*}
M_{u n u s e d}^{C S R}= & S_{C L}-\left(2^{h_{C}+1}-1+N_{O D K}\right) \cdot S_{N} \\
& -2 . S_{P} \cdot\left(N_{O D K}+2^{h_{C}}-N_{O D K} / 2\right) \\
& -S_{S T} \tag{14}
\end{align*}
$$

The average height of the subtree $h_{A}$ and the average traversal time $T_{A}$ are computed using Eq. 8 and Eq. 9. Given $S_{P}=4, S_{I}=4$, and $S_{S T}=4$ we compute $h_{C}=3, N_{O D K}=0, h_{A}=3.0, M_{\text {unused }}^{C S R}=0$, and $T_{A}=510.0$ cycles.

The $h_{C}, N_{O D K}, h_{A}$ as the function of the cache line size for ordinary and compact subtree representations and $T_{A}$ for all BSPT representations are depicted in Fig 5 .


Figure 5: The analysis: (A) Average traversal time $T_{A}\left(S_{C L}\right)$ for all BSPT representations, (B) $h_{A}\left(S_{C L}\right)$, (C) $N_{O D K}(C L)$, (D) $h_{C}(C L)$ for subtree representations; Representation (a) Random (b) DFS, (c) Ordinary subtree, (d) Compact subtree

## 5 Simulation Results

We implemented a special program simulating the data transfer in a typical memory hierarchy for the DFS traversal on a complete BSPT. The simulation was carried out for the same memory hierarchy and $B S P T$ properties as in previous section: $T_{M M}=53$, $T_{C}=4, T_{W}=5, h_{l}=23, S_{P}=4$ Bytes, $S_{I}=4$ Bytes, $S_{S T}=4$ Bytes, four-way set associative cache with cache line size $S_{C L}=2^{7}=128$ Bytes, the size of the cache was $2^{20}$ Bytes. The cache placement algorithm and its structure correspond to those found in current superscalar processors, e.g., MIPS R8000 or MIPS R10000 (see [SGI96]).

The theoretical, simulated times, and their ratio are summarised in Table 1. The parameter $C_{H R}$ is the average cache hit ratio to access a BSPT node in the cache during traversal. The average cache hit ratio for the node as the function of its depth in BSPT is in Table 2.

Note that for $S_{C L}=128$ the compact subtree is complete, so the cache hit ratio for all the nodes at the same depth in the BSPT is equal. This is the reason why $C_{H R}$ for depth 12,16 , and 20 are quite different from neighbour values, since these $B S P T$ nodes are
often read from the main memory. The probability that these nodes are already loaded in the cache is smaller with the increasing depth.
The average traversal times obtained by simulation correlate well with those computed theoretically. It is obvious the times obtained by the simulation are smaller than these derived theoretically, since the theoretical analysis supposes in each step an initial value of $C_{H R}=0.0$.

## 6 Conclusion

In a previous paper [Havran97] we showed experimentally that ordinary subtree representation can decrease traversal time for ray-shooting using BSPT by $40 \%$ in a ray tracing application. In this paper we have analysed the time complexity and cache hit ratio of different $B S P T$ representations for DFS order traversal in detail. We have shown the time complexity of traversing of a $B S P T$ is reduced by organising its inner representation that matches better the memory hierarchy. The subtree representation decreases the traversal time for DFS order by $62 \%$ and increases hit ratio from $35 \%$ to $90 \%$ for a given example of common

|  | Representation |  |  |  |
| ---: | ---: | ---: | ---: | ---: |
|  | Random | DFS | Ordinary subtree | Compact subtree |
| $T_{A}$ (theoretical) | 1392.0 | 859.1 | 555.9 | 510.0 |
| $T_{A}^{\prime}$ (simulated) | 987.1 | 629.4 | 445.6 | 379.3 |
| ratio $=T_{A} / T_{A}^{\prime}$ | 1.41 | 1.36 | 1.24 | 1.34 |
| $C_{H R}[\%]$ | 35.8 | 69.8 | 83.5 | 90.3 |

Table 1: The average traversal time computed theoretically and obtained by the simulation

| Depth | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $C_{H R}$ (Random) | 100 | 100 | 100 | 100 | 97 | 91 | 62 | 52 | 39 | 25 | 21 | 18 |
| $C_{H R}$ (DFS) | 100 | 100 | 100 | 100 | 100 | 93 | 79 | 84 | 58 | 56 | 63 | 51 |
| $C_{H R}$ (Ordinary subtree) | 100 | 100 | 100 | 100 | 100 | 100 | 97 | 73 | 90 | 85 | 53 | 79 |
| $C_{H R}$ (Compact subtree) | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 69 | 100 | 100 | 100 |
| Depth | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 |
| $C_{H R}$ (Random) | 21 | 19 | 19 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $C_{H R}$ (DFS) | 57 | 59 | 47 | 59 | 54 | 48 | 51 | 49 | 47 | 54 | 43 | 54 |
| $C_{H R}$ (Ordinary subtree) | 80 | 64 | 66 | 79 | 66 | 70 | 72 | 74 | 61 | 75 | 74 | 62 |
| $C_{H R}$ (Compact subtree) | 7 | 100 | 100 | 100 | 1 | 100 | 100 | 100 | 0 | 100 | 100 | 100 |

Table 2: The cache hit ratio $C_{H R}[\%]$ as the function of node depth in $B S P T$
memory hierarchy. Moreover, proposed representation decreases the memory required to store $B S P T$ in the main memory by $57 \%$.

## 7 Future Work

The presented technique is widely applicable to other hierarchical data structures as well. Future work should include research of variants of multidimensional binary trees and hierarchical data structures in general. Dynamization of these data structures with regard to cache sensitive representation is also interesting topic to be researched.
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#### Abstract

Based on some observations on quadtrees, this paper first presents two improved representations for the linear quadtree and $D F$-expression. Then, we present three improved representations for the $S$-tree, bincodes, and logical bincodes. Some experiments are carried out to evaluate the performance of the five proposed improved representations and the existing corresponding representations. Experimental results show that all the proposed improved representations have better compression ratios when compared to the existing ones. Especially, the improved representations for the linear quadtree, bincodes, and logical bincodes have some significant compression performance. Finally, a few image manipulations, such as area calculation, centroid calculation, and set operations, on the proposed improved representations are discussed.


## 1 INTRODUCTION

The quadtree $[4](\mathrm{QT})$ is a well-known binary image representation and can reduce the memory requirement through the use of aggregation of homogeneous blocks. It also can speedup many related image manipulations. Samet [9] has surveyed many applications in image processing, pattern recognition, computational geometry, computer graphics, spatial databases, geographic information systems (GIS), etc.

Instead of using a pointer-type data structure to represent a QT, Gargantini [1] presented a pointerless spatial data structure (SDS), called the linear quadtree (LQ), which uses a set of codes to encode the leaf nodes in the QT. The LQ improves the memory efficiency of the QT. Another approach called the $D F$-expression $[6,11]$ represents the QT as a string by traversing the QT in a preorder manner. Based on the bintree (BT) [5], Jonge, Scheuermann, and Schijf (1994) [2] presented the S -tree (ST) image representation. Bincodes (BCs) were proposed by Ouksel and Yaagoub [8] and were shown to have some space improvement over the LQ in empirical comparisons [10]. Some fast image al-
gorithms on BCs for GIS applications were presented in [3]. Using BCs as the input, Wu and Chung [14] presented the logical bincodes (LBCs), which employ the logical expression, and can support some fast image manipulations.

Based on some observations on QT, this paper first presents two improved representations for LQ and $D F$-expressions. Following the similar observations on BTs , we present three improved representations for the ST, BCs, and LBCs. Some experimentations are carried out to evaluate the performance of the proposed five improved representations and the corresponding existing ones. Experimental results show that all the proposed improved representations have better compression ratios when compared to the existing ones. Especially, the improved representations for the LQ, BCs, and LBCs show a better compression performance. Finally, a few image manipulations, such as area calculation, centroid calculation, and set operations (union, intersection, and complement), on the proposed improved representations are discussed.
The remainder of this paper is organized as follows.


Fig. 1. An image example.

Section 2 reviews the existing five tree-based SDSs mentioned above in more detail. Some observations on QT and the proposed improved representations are presented in Section 3. In Section 4, some experiments on real images are carried out to demonstrate the compression performance. Some image manipulations on these proposed representations are discussed in Section 5. Some concluding remarks are given in Section 6.

## 2 TREE-BASED SPATIAL DATA STRUCTURES

In this section, we use a simple example to explain the five existing SDSs mentioned above.

For a QT, if the entire image is totally black or white, it is represented by a root node; otherwise, the root node is grey and the image is split into four equalsized subimages, one for each quadrant, that are labeled $s w$ (southwest), $s e$ (southeast), $n w$ (northwest), and $n e$ (northeast), respectively. This subdivision process is then repeated recursively for each of the four subimages until the subimage is totally black or white. A leaf node in a QT is called an external node; an internal node is called a grey node. Given a binary image with $2^{2} \times 2^{2}$ pixels as shown in Fig. 1, where each black block is represented by a. square box, the corresponding QT is shown in Fig. 2.

### 2.1 Linear Quadtree (LQ)

Without using pointers, an LQ [1] represents a QT by a set of codes, and each code is obtained by encoding a path from the root to that black node in the QT. Let the $s w$ quadrant, the se quadrant, the $n w$ quadrant, and the ne quadrant be encoded with $0,1,2$, and 3 , respectively. Then, the external node $H_{1}$ in Fig. 2 is encoded by $01 ; F$ is encoded by $02 ; H_{2}$ is encoded


Fig. 2. The QT of Fig. 1.
by $03 ; P$ is encoded by $1 X$, where $X$ is a don't-care symbol, and so on. The LQ only encodes all the black nodes in the QT using a preorder traversal. Suppose the given image is of size $2^{N} \times 2^{N}$. For each black node in the QT, the length of the corresponding code in LQ is $N$. On the other hand, the code for a black node at level $l$ will have $N-l$ consecutive $X$ 's in the rightmost part of that code. For each code, the first symbol in the LQ needs two bits, and each of the remaining symbols needs three bits since no symbol can start with an $X$ symbol. Thus, it requires $2+3 \times(N-1)$ bits to represent any black node in the QT.

Using the above LQ encoding scheme by traversing the QT in a preorder way, the black nodes in Fig. 2 are encoded by the sequence $0102031 X 202123$.

### 2.2 DF-expression

Given a QT, the corresponding $D F$-expression [6] is based on a preorder traversal of the QT. During the traversal, if the encountered node is a black node, we append the symbol ' $B$ ' to the $D F$-expression; if the encountered node is a white node, we append the symbol ' $W$ '; we append the symbol '(' when the encountered node is a grey node. Suppose the number of nodes in the given QT is $q$, both the $D F$-expression and the LQ can be obtained in $O(q)$ time.

The $D F$-expression of Fig. 2 is ( $(W B B B B(B B W B W$.


Fig. 3. The BT representation of Fig. 1.
linear-tree table : 000011100111011
color table : 01110110

Fig. 4. The ST of Fig. 3.

### 2.3 S-tree (ST)

The three image representations described in this and the following two subsections are based on the BT structure.

In this subsection, we first introduce the BT, then describe the ST [2]. The BT [9] is based on the recursive subdivision of the image into two equal-sized subimages. At each step, the splitting alternates between the horizontal $i-$, and vertical $j-$, axis. If the subarray does not consist entirely of 1's or entirely of 0 's, it is further subdivided into two equal-sized subimages until blocks that consist entirely of 1's or entirely of 0 's are obtained. 'The corresponding BT of Fig. 1 is shown in Fig. 3.

The ST consists of two array tables, namely, the linear-tree table and the color table. During a preorder traversal of the BT, at each time, we append a ' 0 ' when a grey node is encountered, and a ' 1 ' when a leaf node is encountered to the linear-tree table. Furthermore, we append a ' 1 ' (' 0 ') when a black (white) leaf node is encountered to the color table. The ST for the BT of Fig. 3 is shown in Fig. 4.

### 2.4 Bincodes (BCs)

The BCs are obtained based on the BT structure and represent the BT as an ordered collection of black nodes in the BT. Given a $2^{N} \times 2^{N}$ binary image, each black node at level $l$ and at location $(x, y)$, which is located at left-bottom corner of the corresponding block, is encoded as $b(l, x, y)=\Sigma_{k=0}^{N-1}\left(x_{k} \times\right.$ $\left.2^{4 k+3}\right)+\Sigma_{k=0}^{N-1}\left(y_{k} \times 2^{4 k+1}\right)+\Sigma_{k=0}^{2 N-1}\left(s_{k} \times 2^{2 k}\right)$, where $x_{N-1} x_{N-2} \ldots x_{0}$ and $y_{N-1} y_{N-2} \ldots . y_{0}$ denote the binary representations of $x$ and $y$, respectively, and $s=2^{2 N}-2^{2 N-b}=\left(s_{2 N-1} s_{2 N-2} \ldots . s_{0}\right)_{2}$ with sublevescript 2 denoting base 2 . In fact, the encoded BC
0 for that black node is expressed as the sequence $\left(x_{N-1} s_{2 N-1} y_{N-1} s_{2 N-2} x_{N-2} s_{2 N-3} \ldots x_{0} s_{1} y_{0} s_{0}\right)_{2}$.

In Fig. 3, the block $H$ at location ( 1,0 ) and at ${ }^{2}$ level 3 is encoded as $(01011100)_{2}=92$ since $i=(01)_{2}$, $3 j=(00)_{2}$, and $s=(1110)_{2}$. By traversing all the 4 black nodes in the BT in a preorder fashion, the BCs of Fig. 3 are represented by the strictly increasing ordered sequence $\langle 87,92,117,124,208\rangle$.

### 2.5 Logical Bincodes (LBCs)

Observing the process in building the BT , we first divide the original image into two equal-sized subimages in the $x$-direction. All the pixels in the left (right) subimage have their $x_{N-1}$ to be 0 (1); the other coordinate-variables $x_{N-2}, \ldots, x_{0}, y_{N-1}, y_{N-2}, \ldots$, and $y_{0}$ are viewed as don't-care symbols. Logically, we denote the left (right) subimage as $\bar{X}_{N-1}\left(X_{N-1}\right)$. Then, we divide the two resulting subimages in the $y$ direction. The resulting four subimages, namely, the left-lower part, left-upper part, right-lower part, and right-upper part, are denoted by $\bar{X}_{N-1} \bar{Y}_{N-1}$, $\bar{X}_{N-1} Y_{N-1}, \quad X_{N-1} \bar{Y}_{N-1}$, and $X_{N-1} Y_{N-1}$, respectively.

In [14], each pair of bits $x_{k} s_{2 k+1}$ or $y_{k} s_{2 k}$ in one BC is interpreted as a logical function of variable $X_{k}$ or $Y_{k} .(01)_{2}$ is used to represent $\bar{X}_{k}$ or $\bar{Y}_{k},(11)_{2}$ is used to represent $X_{k}$ or $Y_{k}$, and $(00)_{2}$ is used to represent the don't-care symbol ' $\delta$ '. The BC of the block $H$ in Fig. 3 is represented by $(01011100)_{2}$ and using this interpretation, the corresponding LBC is represented by $\bar{X}_{1} \bar{Y}_{1} X_{0} \delta$. Some block whose logical representation has more than one ' $\delta$ '. For example, the block $P$ in Fig. 3 is represented logically by $X_{1} \bar{Y}_{1} \delta \delta$. Since all the ' $\delta$ 's are at the end of the logical expression, only one ' $\delta$ ' is needed to show the ending of one LBC, and this can save some storage space. Consequently, the LBCs of Fig. 3 can be represented by a logical expression $\bar{X}_{1} \bar{Y}_{1} \bar{X}_{0} Y_{0}+\bar{X}_{1} \bar{Y}_{1} X_{0} \delta+\bar{X}_{1} Y_{1} \bar{X}_{0} \bar{Y}_{0}+\bar{X}_{1} Y_{1} X_{0} \delta+$ $X_{1} \bar{Y}_{1} \delta$.

## 3 IMPROVED REPRESENTATIONS

Let us consider the example shown in Fig. 5. The subtree from level 0 to level 3 is a complete subtree. Obviously, the codes used in the tree-based SDS mentioned in Section 2, e.g. LQ, only used to encode the information in the edges and nodes in the QT ranging from level 2 to level 4 , but it is unnecessary to encode the information in the subtree from level 0 to level 1. Therefore, the topmost two levels can be discarded; this leads to an improved representation and has a storage-saving effect.
Similarly, the DF-expression can discard the topmost levels in the QT. However, the DF-expression can discard one more level than that of the improved LQ representation since the LQ representation encodes only the black nodes and we need to preserve the information one level above the bottom level of the complete subtree to maintain the order of the resulting LQ codes, which will be used to recover the original codes. The DF-expression stores both the white and black nodes, so one more level can be discarded without losing any information when compared to the improved LQ representation.
By the same arguments, for the ST, BCs and LBCs, we can use the above observation to reduce the memory requirement for representing them. In what follows, the QT as shown in Fig. 5(b) and the BT as shown in Fig. 6(b) are used to demonstrate the proposed five improved representations. In order to simplify the presentation, only the first quadrant of Fig. 5 is depicted in detail.

### 3.1 Improved LQ (ILQ)

For the first quadrant of Fig. 5(a), the codes of LQ are 0003, 0012, 0013, 0021, 0023, 003X, 0102, 0103, 0112, 0113, $012 X, 013 X, 0201,0203,021 X, 0221$, $0223,023 X$, and $033 X$. Looking at these 19 codes, the leftmost significant digit, say the first digit, of each code is 0 since these codes all branch from the leftmost edge encoded by $(0)_{4}=(00)_{2}$ from the root node of Fig. 5(b). Similarly, the second digit of the first six codes is 0 ; the second digit of each code from the 7th (13th) one to the 12th (18th) one is 1 (2); the third digit of the last code is 3 . For this quadrant, if we discard the first digit, say 0 , of these 19 codes, the resulting codes are $003,012,013,021,023,03 X, 102$, $103,112,113,12 X, 13 X, 201,203,21 X, 221,223$, $23 X$, and $33 X$. This new representation is called the improved LQ (ILQ) for the first quadrant.
By the same arguments, for the LQ codes in the second quadrant, the third quadrant, and the fourth quadrant, the corresponding ILQ codes can be obtained by discarding the digits 1,2 , and 3 , respectively.

(a) A binary image.

(b) The QT.

Fig. 5. An example and its QT representation.

To recover the LQ codes from the ILQ codes, we process the ILQ codes sequentially. For the first quadrant, the digit 0 is added to the left of each processed code unless it occurs that the leftmost digit of the processed code is 0 but that of its predecessor is 3 . Afterwards, the digit 1 is added to the left of each processed code unless it occurs that the leftmost digit of the processed code is 0 but that of its predecessor is 3 . Continuing this way, the LQ codes can be recovered from the LQ codes.

In general, given a QT with depth $d$, suppose there is a complete subtree rooted at the root node of the QT, which ranges from level 0 to level $h$. The ILQ only needs the information in the edges and nodes in the QT ranging from level $h-1$ to level $d$.

We now analyze the storage-saving performance of ILQ over LQ. Given a $2^{N} \times 2^{N}$ image, each LQ code needs $2+3(N-1)$ bits. We see that the complete subtree in the corresponding QT ranges from level 0 to level $h$. For each ILQ code, it needs $3 N-3 h+5=$ $(2+3(N-1)-3(h-2))$ bits, so we have the following result:

Result 1. Given a QT whose topmost $h$ levels form a complete subtree, for each code in the corresponding ILQ representation, the storage-saving performance over the one in the LQ representation is equal to $\frac{3 h-6}{3 N-1}$ $\left(=\frac{3 N-1-3 N+3 h-5}{2+3(N-1)}\right)$.

In Fig. 5, it is known that $N=4$ and $h=3$,
so each ILQ code has $27.2 \%$ ( $=\frac{3}{11}$ ) storage-saving performance over the corresponding LQ code.

Considering the first ' $X$ ' symbol from the left in each LQ code as a delimiter, Gargantini [1] encodes a black node in QT by using only one ' $X$ ' symbol in each LQ code. In Section 4, this version of LQ will be employed in experiments to demonstrate the storage-saving advantage of the proposed ILQ. For this simpler version of LQ, theoretically, we have the following result:

Result 2. Given a QT whose topmost $h$ levels form a complete subtree, suppose a code in the corresponding LQ representation is at level $l$. For this code in the ILQ representation, the storage-saving performance over the one in the LQ representation is equal to $\frac{3 h-6}{3 l-1}$ $\left(=\frac{3 l-1-3 N+3 h-5}{2+3(l-1)}\right)$.

### 3.2 Improved DF-expression (IDF-expression)

The DF-expression of the image in Fig. 5 is represented by $((((W W W B)(W W B B$ (WBWBB $((W W B B \quad(W W B B B B \quad((W B W B B \quad(W B W B B$ ( $W W W B \ldots$ Using the observation on QT mentioned above, the symbols '('s, which are used to represent the internal nodes in the top three levels, i.e. level 0 , level 1 , and level 2, in the original DF-expression can be discarded without losing any information. Thus, the improved DF-expression (IDF-expression) is represented by $(W W W B(W W B B(W B W B B)(W W B B$ ( $W W B B B B$ ( $W B W B B(W B W B B W W W B \ldots$, and totally 21 '('s are discarded. The IDF-expression discards one more level than the ILQ representation since the ILQ representation encodes only the black nodes, so we need to preserve the information one more level to maintain the preorder order and to be able to recover the original codes. Besides storing the internal nodes as '('s, the DF-expression also stores both the white and black nodes, thus one more level can be discarded than in the ILQ.

Suppose we use two bits 00 to represent a '(', two bits 10 to represent a ' $W$ ', and one bit 1 to represent a ' $B$ '. Using the same condition of the complete subtree as described in Subsection 3.1, we have the following result since the IDF-expression can discard $\frac{4^{h}-1}{3}$ '('s in the DF-expression:

Result 3. Given a QT whose topmost $h$ levels form a complete subtree, suppose it needs $f$ bits to represent the corresponding DF-expression. Then, it needs $f-\frac{2 \times 4^{h}-2}{3}$ bits to represent the IDF-expression. However, we need to store a number to indicate the number of levels been discarded, and assume we use four bits to represent this number since it is large enough for denoting the maximal levels allowable in any $2^{16} \times 2^{16}$ image. The storage-saving performance is $\frac{2 \times 4^{h}-14}{3 f}$
$\left(=\frac{\frac{2 \times 4^{h}-2}{3}-4}{f}\right)$.

The DF-expression of Fig. 5(b) needs 322 bits, but the corresponding IDF-expression needs 284 bits, the storage-saving performance of IDF-expression over DF-expression is about $11.8 \%\left(=\frac{38}{322}\right)$.

### 3.3 Improved S-tree (IST)

The ST representation of the image in Fig. 6 is represented by

$$
\begin{array}{ll}
\text { linear-tree table: } & 00000001011011000110 \\
& 1110001101110000011 \\
& 011100011011101011 \ldots \\
\text { color table: } & 00101010110101101011 \\
& 01011001 \ldots
\end{array}
$$

Using the above observation on BT, the symbols 0 's, which are used to represent the internal nodes in the top five levels, i.e. level 0 to level 4 , in the linear-tree table of the original ST representation can be discarded without losing any information. Thus, the linear-tree table of the compact S -tree (IST) is represented by

## 00101101100011011100110111000110111000 1101111011...

while the color table remains the same, and totally 310 's are discarded. Basically, the storage-saving concept used in IST is very similar to the one in IDFexpression.

Only one bit is needed to represent 0 or 1 in the linear-tree table and the color table. Given a BT with depth $d$, suppose there is a complete subtree rooted at the root node in the BT, which ranges from level 0 to level $h$. We then have the following result since the IST can discard $2^{h}-10$ 's in the ST. Same as what described in Subsection 3.2, an extra 4-bit number is used to indicate the number of discarded levels in ST. We then have the following result:

Result 4. Given a BT whose topmost $h$ levels form a complete subtree, suppose we need $s$ bits to represent the corresponding ST. Then, we need $s-\left(2^{h}+3\right)(=$ $s-2^{h}+1-4$ ) bits to represent the IST-expression. The storage-saving performance is $\frac{2^{h}+3}{s}$.

The ST of Fig. 6(b) needs 337 bits, but the corresponding IST needs 310 bits. Therefore, the storagesaving performance of IST over ST is about $8 \%$ ( $=$ $\frac{27}{337}$ ).

(a) The image subdivided to form a BT.

(b) The BT.

Fig. 6. The example of Fig. 5(a) and its BT representation.

### 3.4 Compact Bincodes (CBCs)

For the first quadrant in Fig. 6(a), the corresponding $B C s$ are $\langle 21855,21884,21975$, 21983, 22000, 22364, 22396, 22464, 23895, 23903, 23920, 24023, 24031, 24048, 24560 > ( $=$ 〈 0101010101011111, 0101010101111100, $0101010111010111, \quad 0101010111011111,01010101$ 11110000, 0101011101011100, 01010111011111100, 0101011111000000, 0101110101010111, 01011101 01011111, 0101110101110000, 0101110111010111, $0101110111011111, \quad 0101110111110000,01011111$ $11110000\rangle_{2}$ ).

Looking at the binary representation of these 15 BCs, the leftmost four bits of them are all 0101's since they all branch from the left edge ( $y_{3}=0$ ) and from the left son $\left(x_{3}=0\right)$ of the root node of Fig. 6(b). By the same arguments, the next lower four bits in the first five codes are 0101; that of the codes from the sixth (ninth) code to the eighth (14th) code are 0111 (1101); that of the last code is 1111. For this quadrant, if we discard the leftmost six bits of each code among these 15 codes, the resulting codes are 〈 $351,280,471,479,496,860,892,960,343,351,360$, $471,479,496,1008\rangle(=\langle 0101011111,0101111100$, 0111010111, 0111011111, 0111110000, 1101011100, 11011 11100, 1111000000, 0101010111, 0101011111, 0101110000, 0111010111, 0111011111, 01111 10000, $1111110000\rangle_{2}$ ). As a result, two subtrees are formed. The first subtree contains the first eight codes that
discard their leftmost leading bits 010101; the second subtree contains the remaining codes that discard their leftmost leading bits 010111 . The codes in each subtree are still listed in preorder. This new representation is called the compact $\mathrm{BC}(\mathrm{CBC})$ for the first quadrant.

By the same arguments, for the BCs in the second quadrant, third quadrant, and the fourth quadrant, the CBCs can be obtained by discarding the leftmost six bits 011101, 110101, 111101, in the first BCs, and discarding the leftmost six bits 011111, 110111 and 111111 in the last BCs, respectively.

To recover the BCs from CBCs, we process the CBCs codes sequentially in a preorder order. Each time, six bits 010101 are added to the left of the processed code unless it occurs that the predecessor is less than or equal to its preceding one. Afterwards, each time six bits 010111 are added to the left of the processed code unless it occurs that the processed code is less than or equal to its predecessor. Similarly, six bits 011101, 011111, 110101, 110111, 111101, and 111111 are added to the left of processed code sequentially started whenever the processed code is less than or equal to its predecessor.

Using the same condition of the complete subtree as described in Subsection 3.3, the CBCs only needs the information in the edges and nodes in the BT ranging from level $h-1$ to level $d$. We now analyze the storagesaving performance of CBC over BC. Given a $2^{N} \times 2^{N}$ image, each BC needs $4 N$ bits. For each CBC, it needs $4 N-2 h+4(=4 N-2(h-2))$ bits, so we have the following result:

Result 5. Given a BT whose topmost $h$ levels form a complete subtree, for each code in the corresponding CBCs, the storage-saving performance over the one in the BCs is equal to $\frac{h-2}{2 N}\left(=\frac{4 N-(4 N-2 h+4)}{4 N}\right)$.

In Fig. 6, it is known that $N=4$ and $h=5$, so each CBC has $37.5 \%\left(=\frac{3}{8}\right)$ storage-saving performance over the corresponding BC.

### 3.5 Compact LBCs (CLBCs)

The LBC representation stores at most one don't-care symbol, $(00)_{2}$, at the end of each BC . The LBCs of the first quadrant of Fig. 6 are represented by $\left\langle\bar{X}_{3} \bar{Y}_{3} \bar{X}_{2} \bar{Y}_{2} \bar{X}_{1} \bar{Y}_{1} X_{0} Y_{0}\right.$, $\bar{X}_{3} \bar{Y}_{3} \bar{X}_{2} \bar{Y}_{2} \bar{X}_{1} Y_{1} X_{0} \delta, \quad \bar{X}_{3} \bar{Y}_{3} \bar{X}_{2} \bar{Y}_{2} X_{1} \bar{Y}_{1} \bar{X}_{0} Y_{0}$, $\bar{X}_{3} \bar{Y}_{3} \bar{X}_{2} \bar{Y}_{2} X_{1} \bar{Y}_{1} X_{0} Y_{0}$, $\bar{X}_{3} \bar{Y}_{3} \bar{X}_{2} Y_{2} \bar{X}_{1} \bar{Y}_{1} X_{0}$, $\bar{X}_{3} \bar{Y}_{3} \bar{X}_{2} Y_{2} X_{1} \delta$, $\bar{X}_{3} \bar{Y}_{3} X_{2} \bar{Y}_{2} \bar{X}_{1} \bar{Y}_{1} X_{0} Y_{0}$, $\bar{X}_{3} \bar{Y}_{3} \bar{X}_{2} \bar{Y}_{2} X_{1} Y_{1} \delta$, $\bar{X}_{3} \bar{Y}_{3} \bar{X}_{2} Y_{2} \bar{X}_{1} Y_{1} X_{0}$, $\bar{X}_{3} \bar{Y}_{3} X_{2} \bar{Y}_{2} X_{1} \bar{Y}_{1} \bar{X}_{0} Y_{0}$, $\bar{X}_{3} \bar{Y}_{3} X_{2} \bar{Y}_{2} \bar{X}_{1} \bar{Y}_{1} \bar{X}_{0} Y_{0}$, $\bar{X}_{3} \bar{Y}_{3} X_{2} \bar{Y}_{2} \bar{X}_{1} Y_{1} \delta$, $\bar{X}_{3} \bar{Y}_{3} X_{2} \bar{Y}_{2} X_{1} \bar{Y}_{1} X_{0} Y_{0}$, $\left.\bar{X}_{3} \bar{Y}_{3} X_{2} \bar{Y}_{2} X_{1} Y_{1} \delta, \quad \bar{X}_{3} \bar{Y}_{3} X_{2} Y_{2} X_{1} Y_{1} \delta\right\rangle$. After discarding the leftmost three symbols $\bar{X}_{3}, \bar{Y}_{3}$, and $\bar{X}_{2}$ $\left(X_{2}\right)$ in the first eight (last seven) LBCs, the resulting


Fig. 7: A sample image.
compact LBCs (CLBCs) become ( $\bar{Y}_{2} \bar{X}_{1} \bar{Y}_{1} X_{0} Y_{0}$, $\bar{Y}_{2} \bar{X}_{1} Y_{1} X_{0} \delta, \quad \bar{Y}_{2} X_{1} \bar{Y}_{1} \bar{X}_{0} Y_{0}, \quad \bar{Y}_{2} X_{1} \bar{Y}_{1} X_{0} Y_{0}, \bar{Y}_{2} X_{1} Y_{1} \delta$, $Y_{2} \bar{X}_{1} \bar{Y}_{1} X_{0} \delta, \quad Y_{2} \bar{X}_{1} Y_{1} X_{0} \delta, \quad Y_{2} X_{1} \delta, \quad \bar{Y}_{2} \bar{X}_{1} \bar{Y}_{1} \bar{X}_{0} Y_{0}$, $\bar{Y}_{2} \bar{X}_{1} \bar{Y}_{1} X_{0} Y_{0}, \bar{Y}_{2} \bar{X}_{1} Y_{1} \delta, \bar{Y}_{2} X_{1} \bar{Y}_{1} \bar{X}_{0} Y_{0}, \bar{Y}_{2} X_{1} \bar{Y}_{1} X_{0} Y_{0}$, $\left.\bar{Y}_{2} X_{1} Y_{1} \delta, Y_{2} X_{1} Y_{1} \delta\right\rangle$. By the similar arguments, for the other three quadrants, the corresponding LBCs can be compressed further. Under the same condition of the complete subtree as described in 3.4 , we have the following result:

Result 6. Given a BT whose topmost $h$ levels form a complete subtree, suppose one code in the LBCs is at level $l$. For this code in the CLBC representation, the storage-saving performance over the one in the LBC representation is equal to $\frac{h-2}{2 l}\left(=\frac{2(h-2)}{4 l}\right)$.

## 4 EXPERIMENTAL RESULTS

We take 16 real images to show the performance of the proposed five compact representations when compared to the existing ones. Among these sample images, Samples 1-5 are Chinese texts; Samples 6-10 are English texts; Samples 11-16 are figures and pictures. In our experiments, all images have $256 \times 256$ pixels, i.e. it needs 8 K bytes of memory to save it. Fig. 7 illustrates Sample 16.

Tables 1, 2, 3, 4, and 5 illustrate the performance of ILQ, IDF-expression, IST, CBCs, and CLBCs over the existing LQ, DF-expression, ST, BCs, and LBCs, respectively. In each table, the column ' $h$ ' represents the number of the topmost levels that form a complete subtree. The column 'EXI' lists the number of

Table 1: Performance of ILQ.

| Sample \# | \#(codes) | $h$ | EXI | COM | COM/EXI | SP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4006 | 3 | 86540 | 74526 | $86 \%$ | $14 \%$ |
| 2 | 2818 | 3 | 59777 | 51327 | $86 \%$ | $14 \%$ |
| 3 | 5633 | 3 | 121642 | 104747 | $86 \%$ | $14 \%$ |
| 4 | 3616 | 3 | 82535 | 71691 | $87 \%$ | $13 \%$ |
| 5 | 6326 | 3 | 144925 | 125951 | $87 \%$ | $13 \%$ |
| 6 | 8393 | 5 | 191380 | 115847 | $61 \%$ | $39 \%$ |
| 7 | 4702 | 3 | 107222 | 93120 | $87 \%$ | $13 \%$ |
| 8 | 6662 | 3 | 151828 | 131846 | $87 \%$ | $13 \%$ |
| 9 | 5625 | 3 | 127245 | 110374 | $87 \%$ | $13 \%$ |
| 10 | 7957 | 3 | 176072 | 152205 | $86 \%$ | $14 \%$ |
| 11 | 6844 | 3 | 155936 | 135408 | $87 \%$ | $13 \%$ |
| 12 | 1905 | 3 | 43392 | 37681 | $87 \%$ | $13 \%$ |
| 13 | 2337 | 3 | 53535 | 46528 | $87 \%$ | $13 \%$ |
| 14 | 1479 | 2 | 31242 | 31246 | $100 \%$ | $0 \%$ |
| 15 | 7234 | 3 | 164246 | 142548 | $87 \%$ | $13 \%$ |
| 16 | 6563 | 4 | 139717 | 100343 | $72 \%$ | $28 \%$ |

Table 2: Performance of IDF-expression.

| Sample \# | \#(symbols) | $h$ | EXI | COM | COM/EXI | SP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10940 | 3 | 17680 | 17640 | $99.77 \%$ | $0.23 \%$ |
| 2 | 7675 | 3 | 12407 | 12367 | $99.68 \%$ | $0.32 \%$ |
| 3 | 14672 | 3 | 23972 | 23932 | $99.83 \%$ | $0.17 \%$ |
| 4 | 13112 | 3 | 20005 | 19965 | $99.80 \%$ | $0.20 \%$ |
| 5 | 22512 | 3 | 34465 | 34425 | $99.88 \%$ | $0.12 \%$ |
| 6 | 30100 | 5 | 46017 | 45337 | $98.52 \%$ | $1.48 \%$ |
| 7 | 16756 | 3 | 25646 | 25606 | $99.84 \%$ | $0.16 \%$ |
| 8 | 23676 | 3 | 36256 | 36216 | $99.89 \%$ | $0.11 \%$ |
| 9 | 18536 | 3 | 28794 | 28754 | $99.86 \%$ | $0.14 \%$ |
| 10 | 21432 | 3 | 34746 | 34706 | $99.88 \%$ | $0.12 \%$ |
| 11 | 23700 | 3 | 96468 | 36428 | $99.89 \%$ | $0.11 \%$ |
| 12 | 6612 | 3 | 10169 | 10129 | $99.61 \%$ | $0.39 \%$ |
| 13 | 99880 | 3 | 14061 | 14021 | $99.72 \%$ | $0.28 \%$ |
| 14 | 4216 | 2 | 6748 | 6740 | $99.88 \%$ | $0.12 \%$ |
| 15 | 23292 | 3 | 36348 | 36308 | $99.89 \%$ | $0.11 \%$ |
| 16 | 16176 | 4 | 26782 | 26614 | $99.37 \%$ | $0.63 \%$ |

bits needed to represent the original existing representation. The column 'COM' lists the number of bits needed to represent the proposed compact representation, and the column 'COM/EXI' lists the ratio of the number of bits required in the proposed compact representation over the original existing one. The storagesaving performance is listed in the last column ' SP ' ( $=1-\frac{\text { COM }}{\text { EXI }}$ ).

Tables 1,4 , and 5 show that the average storagesaving performance of ILQ, CBCs, and CLBCs over LQ, BCs, and LBCs is $15 \%, 21 \%$, and $24 \%$, respectively. However, Tables 2 and 3 show that the average storage-saving performance of IDF-expression and IST over DF-expression and ST is only $0.29 \%$ and $0.16 \%$, respectively. The two proposed compact SDSs have a little compression improvement, but the storage-saving performance can be improved much more if the level of the related complete subtree becomes quite large.

Table 3: Performance of IST.

| Lable 3: Performance Of LSI. |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Sample \# E EXI COM COM/EXI SP <br> 1 5 17996 17982 $99.92 \%$ $0.08 \%$ <br> 2 5 12347 12333 $99.89 \%$ $0.11 \%$ <br> 3 5 23207 23193 $99.94 \%$ $0.06 \%$ <br> 4 5 27713 27699 $99.95 \%$ $0.05 \%$ <br> 5 6 40325 40295 $99.93 \%$ $0.07 \%$ <br> 6 9 46017 45337 $98.52 \%$ $1.48 \%$ <br> 7 5 29771 29757 $99.05 \%$ $0.05 \%$ <br> 8 5 42499 42285 $99.97 \%$ $0.03 \%$ <br> 9 5 30755 30741 $99.95 \%$ $0.05 \%$ <br> 10 5 38024 38010 $99.96 \%$ $0.04 \%$ <br> 11 5 42258 42244 $99.97 \%$ $0.03 \%$ <br> 12 5 11504 11490 $99.88 \%$ $0.12 \%$ <br> 13 5 15704 15690 $99.91 \%$ $0.09 \%$ <br> 14 3 7145 7143 $99.97 \%$ $0.03 \%$ <br> 15 6 38051 38021 $99.92 \%$ $0.08 \%$ <br> 16 7 26294 26232 $99.76 \%$ $0.24 \%$ |  |  |  |  |

Table 4: Performance of CBC.

| Sample \# | $\#(\mathrm{BCB})$ | $h$ | EXI | COM | COM/EXI | SP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2902 | 5 | 92864 | 75456 | $81 \%$ | $19 \%$ |
| 2 | 2005 | 5 | 64160 | 52134 | $81 \%$ | $19 \%$ |
| 3 | 3948 | 5 | 126336 | 102652 | $81 \%$ | $19 \%$ |
| 4 | 2698 | 5 | 86336 | 70152 | $81 \%$ | $19 \%$ |
| 5 | 4755 | 6 | 152160 | 114124 | $75 \%$ | $25 \%$ |
| 6 | 6975 | 0 | 223200 | 126554 | $58 \%$ | $44 \%$ |
| 7 | 3852 | 5 | 123264 | 100158 | $81 \%$ | $19 \%$ |
| 8 | 5515 | 5 | 176480 | 143394 | $81 \%$ | $19 \%$ |
| 9 | 4294 | 5 | 137408 | 111648 | $81 \%$ | $19 \%$ |
| 10 | 6191 | 5 | 198112 | 160970 | $81 \%$ | $19 \%$ |
| 11 | 5649 | 5 | 180768 | 148878 | $81 \%$ | $19 \%$ |
| 12 | 1503 | 5 | 48096 | 39082 | $81 \%$ | $19 \%$ |
| 13 | 1795 | 5 | 57440 | 46674 | $81 \%$ | $19 \%$ |
| 14 | 1126 | 3 | 36032 | 33784 | $94 \%$ | $6 \%$ |
| 15 | 5311 | 8 | 169952 | 127468 | $75 \%$ | $25 \%$ |
| 16 | 4636 | 7 | 148352 | 101996 | $69 \%$ | $31 \%$ |

Table 5: Performance of CLBC.

| Sample \# | \# ${ }^{\text {(LBCs }}$ ) | h | EXI | COM | COM/EXI | SP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2902 | 5 | 88886 | 67980 | 77\% | 23\% |
| 2 | 2005 | 5 | 60348 | 45680 | 76\% | $24 \%$ |
| 3 | 3048 | 5 | 120580 | 01982 | 76\% | 24\% |
| 4 | 2698 | 5 | 85912 | B7636 | 79\% | 21\% |
| 5 | 4755 | 6 | 151778 | 110334 | 73\% | 27\% |
| 6 | 6975 | 9 | 222094 | 120506 | $61 \%$ | 39\% |
| 7 | 3852 | 5 | 122648 | 97256 | 79\% | $21 \%$ |
| 8 | 5515 | 5 | 175548 | 139244 | 79\% | 21\% |
| 9 | 4294 | 5 | 135988 | 106482 | 78\% | $22 \%$ |
| 10 | 6191 | 5 | 192938 | 150166 | 78\% | 22\% |
| 11 | 5649 | 5 | 179784 | 142528 | 79\% | 21\% |
| 12 | 1503 | 5 | 47812 | 37750 | 79\% | 21\% |
| 13 | 1795 | 5 | 57296 | 45310 | 79\% | 21\% |
| 14 | 1126 | 3 | 33810 | 30234 | 89\% | 11\% |
| 15 | 5311 | 6 | 168506 | 121118 | 72\% | 28\% |
| 16 | 4636 | 7 | 139890 | 87694 | 83\% | $37 \%$ |

## 5 IMAGE MANIPULATIONS

This section develops some image manipulations, such as computing geometric properties (area and centroid) and set operations, on the proposed compact SDSs. We only discuss the related manipulations on the IDF-expression and CBCs since in essence, the coding schemes of ILQ and CLBCs are some similar to that of CBCs; the coding scheme of IST is similar to that of the IDF-expression.

### 5.1 Computing Geometric Properties

In a QT/BT, the area of a black block represented by a black leaf node can be calculated from its level. For example, using a QT to represent an image with $2^{n} \times 2^{n}$ pixels, a black leaf node on level 1 has $2^{(n-1)} \times 2^{(n-1)}$ pixels; a black leaf node on level 2 has $2^{(n-2)} \times 2^{(n-2)}$ pixels. In the corresponding BT, a black leaf node on level 1 has $2^{(n-1)} \times 2^{n}$ pixels; a black leaf node on Level 2 has $2^{(n-1)} \times 2^{(n-1)}$ pixels, and so on.

To find the area of an image represented by an IDFexpression, we need to traverse the QT logically, where a node at level $l$ has $4^{(n-l)}$ pixels. The algorithm for computing area on IDF-expression is listed below, where the IDF-expression discards the top-most $c$ levels of the corresponding QT.

Area $=0 ; i=0 ; l=0$;
Traverse(l); Traverse $(l)$; Traverse $(l)$; Traverse $(l)$; ${ }^{*}$ Four quadrants */
end

```
/* Traversing the QT logically to sum up each subarea
*/
Function Traverse( \(l\) )
If \(l<=c\)
    \{
    \(l=l+1\);
    Traverse( \(l\) ); Traverse \((l)\);
    Traverse(l); Traverse(l); /* four quadrants */
    \}
else
    If IDF[i]='('
/* array IDF[] saves the IDF-expression */
\{
\(l=l+1 ;\)
    Traverse (l); Traverse(l);
    Traverse \((l)\); Traverse \((l) ; /\) * four quadrants */
    \}
        else
        If \(\operatorname{IDF}[\mathrm{i}]={ }^{\prime} 1\) '
        \{
            Area \(=\) Area \(+4^{(n-l)} ;\)
        \}
    \(i=i+1\);
    \}
```

The level of a BC can be found by counting the number of don't-care symbols, each don't-care symbol being a 2 -bit pair $(00)_{2}$, in the BC. If there are $b$ don't-care symbols, where the least significant $2 b$ bits in the BC are all 0 's, the corresponding block has $2^{\lfloor b / 2\rfloor} \times 2^{\lceil b / 2\rceil}$ pixels. The CBC discards some highest order bits of BC , while the number of don't-care symbols is not changed. The algorithm for computing the area on CBCs is listed below, where the CBCs are stored in the array CBC[] .

```
\(/^{*}\) Finding the area of an image represented by \(k\)
CBCs */
Area \(=0\);
For \(i=1\) to \(k\)
    \(b=\) the number of don't-care symbols in \(C B C[i] ;\)
    Area \(=\) Area \(+2^{\lfloor b / 2\rfloor} \times 2^{〔 b / 2\rceil}\);
Next i
```

The centroid of all the concerning black pixels is calculated by averaging the $x$ - and $y$-coordinates of the center of all the black blocks.

To find the centroid of an image represented by an IDF-expression, we traverse the QT logically to find the $x$ - and $y$-coordinates of all the black leaf nodes. For an internal node at level $l$, its four sons have their bit-( $n-l-1)$ in the binary representation of $x$ - and $y$-coordinates being $(0,0),(1,0),(0,1)$, and $(1,1)$, respectively. The algorithm for finding the centroid on the IDF-expression is shown below.
/* Finding the centroid $(x, y)$ of an image represented by a IDF-expression which discards the top-most $d$ levels of the corresponding QT */

```
\(x=0 ; y=0 ; i=0 ; l=0\);
\(a=0 ; b=0\); Traverse_and_find_xy \((a, b, l)\);
\(a=2^{n-1} ; b=0\); Traverse_and_find_xy \((a, b, l)\);
\(a=0 ; b=2^{n-1}\); Traverse_and_find_xy \((a, b, l)\);
\(a=2^{n-1} ; b=2^{n-1} ;\) Traverse_and_find_xy \((a, b, l)\);
\(x=x / k\);
\(y=y / k\);
end
```

```
/* Traversing the QT logically and finding the \(x\) - and
\(y\)-coordinates */
Function Traverse_and_find_xy \((a, b, l)\)
If \(l \leq d\)
    \(\{=l+1 ;\)
    \(a 1=a ; b 1=b\);
    Traverse_and_find_xy \((a 1, b 1, l)\);
    \(a 1=a \vee 2^{n-l-1} ; b 1=b\);
    Traverse_and_find_xy \((a 1, b 1, l)\);
    \(a 1=a ; b 1=b \vee 2^{n-l-1}\);
    Traverse_and_find_xy \((a 1, b 1, l)\);
    \(a 1=a \vee 2^{n-l-1} ; b 1=b \vee 2^{n-l-1}\);
    Traverse_and_find_xy \((a 1, b 1, l)\);
    \}
else
    If \(\mathrm{DF}[\mathrm{i}]={ }^{\prime}('\)
    \{
    \(l=l+1 ;\)
    \(a 1=a ; b 1=b\);
        Traverse_and_find_xy \((a 1, b 1, l)\);
    \(a 1=a \vee 2^{n-l-1} ; b 1=b\);
        Traverse_and_find_xy \((a 1, b 1, l)\);
    \(a 1=a ; b 1=b \vee 2^{n-l-1}\);
        Traverse_and_find_xy \((a 1, b 1, l)\);
    \(a 1=a \vee 2^{n-l-1} ; b 1=b \vee 2^{n-l-1} ;\)
        Traverse_and_find_xy \((a 1, b 1, l)\);
    \}
else
    If \(\mathrm{DF}[\mathrm{i}]={ }^{\prime} 1\) '
        \{
    \(x=x+a+2^{(n-l-1)}\);
    \(y=y+b+2^{(n-l-1)}\);
    \}
    \(i=i+1\);
    \}
```

For a black block represented by a BC, $\left(b_{4 n-1} b_{4 n-2} \ldots . b_{2} b_{1} b_{0}\right)_{2}$, we can extract the $x$ and $y$-coordinates of its left-bottom corner and level $l$. The $x$-coordinate and $y$-coordinate of the BC are $\left(b_{4 n-1} b_{4 n-5} \ldots b_{7} b_{3}\right)_{2} \quad\left(b_{4 n-3} b_{4 n-7} \ldots b_{5} b_{1}\right)_{2}$, respectively. The centroid of the corresponding block
is $\left(x+2^{\lfloor l / 2\rfloor}, y+2^{[l / 2\rceil}\right)$. The CBC discards some highest order bits of BC. We need to recover these highest bits in the $x$ - and $y$ - coordinates to find the centroid. If only the root of the BT is discarded, then two sub-BTs are generated. We need to add a 0 to the highest bit of the $x$-coordinate for the CBCs in the left sub-BT, and add a 1 to that of the right sub-BT. If the topmost two levels of the BT are discarded, then we need to add one bit to the leftmost bit of the $x$-coordinate and one bit to that of the $y$-coordinate. The added bits for the four split sub-BTs are ( 0,0 ), $(0,1),(1,0)$, and ( 1,1 ), respectively. If the topmost $h$ levels of the BT are discarded, then there are $2^{h}$ generated sub-BTs. We need to add $2^{\lceil h / 2\rceil}$ bits $\left(x_{n-1} x_{n-2} \ldots x_{n-\lceil h / 2\rceil}\right)$ to the leftmost bits of the $x$-coordinate and $2^{\lfloor h / 2\rfloor}$ bits ( $y_{n-1} y_{n-2} \ldots y_{n-\lfloor h / 2\rfloor}$ ) to the $y$-coordinate in the CBC . The sequence of $x_{n-1} y_{n-1} x_{n-2} y_{n-2} \ldots x_{n-\lceil h / 2\rceil} y_{n-\lfloor h / 2\rfloor}$ 's to be added to the CBCs in the $2^{h}$ sub-BTs are $0 . . .0,0 \ldots 01, \ldots$, and $1 \ldots 1$. The algorithm for finding the centroid on CBCs is shown below.
/* Finding the centroid $(x, y)$ of an image represented by $k \mathrm{CBCs}^{*} /$
$x=0 ; y=0$;
For $i=1$ to $k$
$l=$ the number of don't-cares of $C B C[i]$;
$a=$ the $x$-coordinate of $C B C[i]$;
$b=$ the $y$-coordinate of $C B C[i]$;
$x=x+a+2^{\lfloor l / 2\rfloor} ; y=y+b+2^{[l / 2\rceil} ;$
Next i
$x=x / k ; y=y / k ;$

### 5.2 Set Operations

We only sketch the set operations on BTs since the detailed algorithms for set operations on split subBTs mentioned above can be obtained by calling the existing related algorithms.

If we discard the topmost $h$ levels of a BT, then $2^{h}$ sub-BTs are generated. Each sub-BT is a BT which represents $1 / 2^{h}$ of the original image. To find the intersection and union of the two images, we can perform the related operations on the corresponding subimages. If the compact SDSs of the images, say IST, CBC , and CLBC, discard the same number of levels, set operations can be performed on the corresponding sub-BTs. However, if the improved SDSs of an image discards more levels than the other one, we need to add some levels back in order to make the two improved SDSs have the same number of sub-BTs. The related process for finding the intersection of two images represented by one improved SDS is listed below.
/* Finding the intersection of two images represented by BTs, one discards the topmost $d_{1}$ levels and the
other discards the topmost $d_{2}$ levels. ${ }^{*} /$

```
If \(d_{1} \neq d_{2}\)
\{
    Recover \(\left|d_{1}-d_{2}\right|\) levels to the improved SDS
    with \(d=\max \left(d_{1}, d_{2}\right)\);
\}
For \(i=1\) to \(2^{\min \left(d_{1}, d_{2}\right)}\)
    Find the intersection of the corresponding
    \(i\)-th sub-BTs;
Next i
```

The intersection of two images represented by subBTs can be found using the algorithms described in [3, 14]. The number of arithmetic operations in the intersection of the corresponding sub-BTs is proportional to the total number of black leaf nodes in the two sub-BTs, so the time complexity for the intersection of two images is proportional to the total number of the black nodes in the two given BTs.

The union of two images can be found in a similar way. We first find the union of corresponding subimages. Then, we check whether there are two neighboring subimages, that are both whole black, if so, they can form a larger black block. The related procedure is listed below.

```
If }\mp@subsup{d}{1}{}\not=\mp@subsup{|}{2}{
{
    Recover }|\mp@subsup{d}{1}{}-\mp@subsup{d}{2}{}| levels to the improved BT with
    less d;
}
For }i=1\mathrm{ to }\mp@subsup{2}{}{min(\mp@subsup{d}{1}{},\mp@subsup{d}{2}{})
Find the union of the corresponding sub-BTs; Next i
Check each of the resulting \(2^{\min \left(d_{1}, d_{2}\right)}\) sub-BTs to find the whole black ones and combine them if possible.
```

To find the complement of an image, we just find the complement of all the subimages separately. The algorithm for finding the complement of a subimage represented by BCs is presented in [3]. Note that for the DF-expression, we need only change each symbol ' 0 ' to a ' 1 ', and change each for symbol ' 1 ' to a ' 0 '. The algorithm is listed below.

For $i=1$ to $2^{d} / /^{*} d$ denotes the number of levels been discarded */

Find the complement of the sub-BTs;
Next i

## 6 CONCLUSIONS

We have presented five improved SDSs to represent binary images. Experimental results show that the proposed methods have better compression performance when compared to the existing five well-known SDSs.

In addition, some image manipulations on the proposed improved SDSs have been developed.
It is an interesting research issue to apply our method to compress similar images [7] and to extend our method to color/gray images [13]. In addition, it is also an interesting research issue to analyze the savings of our new representation by using the analytical model [12].
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#### Abstract

Formal methods based on the mathematical theory of partially ordered sets (i.e., posets) have been used for the description of topological relations among spatial objects since many years. In particular, the use of the lattice completion (or normal completion) of a poset modeling a set of spatial objects has been shown by Kainz, Egenhofer and Greasley to be a fundamental technique to build meaningful representations for topological relations. In this paper and in the companion one [9] we discuss the expressive power of the lattice completion as a formal model for a set of spatial objects, by proving sufficient and necessary conditions for its use to give a correct representation of intersection and union relations among spatial objects. We also show how to use lattice completion when working on a subset (i.e., a view) of the set of spatial objects so that the computation only considers objects relevant to the view itself.


## 1 Introduction

Spatial databases for applications in which is only important to represent knowledge about the relative positions of spatial objects while precise data about their absolute position can be discarded, e.g. a railway network for travelers, can be suitably modeled by the socalled topological data model. In such a model two spatial objects are considered the same if there exists an isotopy that transform one of them into the other.
In this work ${ }^{1}$ we therefore deal only with topological spatial information associated to a collection of spatial objects, ignoring both non-topological spatial information and non-spatial information of the objects. For this reason from now on we denote a collection of spatial objects with the more abstract term of class of sets and use a set-theoretical terminology.

A class of sets together with a set-containment relation among them models many common situations in spatial databases. For example it may represent a containment relation between geographical objects of the plane or a hierarchical relation between administrative units.

[^0]With this modeling approach many natural operations in the modeled reality correspond to operations of set-union and set-intersection among elements of the representation.
For example, the overlapping among the spatial regions where rain is heavy and the spatial regions where slope is high is a natural operation for building a map of potentially dangerous zones from a geological point of view. It directly corresponds to set-intersection in the representation by means of a class of sets with a set-containment relation.

Concerning operations on the reality of interest that can be mapped to set-union in the representation, examples are collecting all the countries belonging to the same state, which corresponds to identifying the state itself.

The topological data model was introduced in 1979 by Corbett, and called PLA data model, in the context of modeling data for the Census Bureau of the United States [5]. A database theory formalization was given by Paredaens and co-workers [26, 24, 23] in terms of the concepts of a finite number of points, continuous curves between these points, and areas formed by these curves in the real plane. Their formalization has a planarity constraint, i.e. curves may only intersect. in
their endpoints.
Another formalization of the PLA-model using combinatorial topology was given by Worboys [33]. He used the topological notions of $0-, 1$-, 2 -simplex and simplicial 2 -complex in the real plane. A 0 -simplex is a point, a 1 -simplex is a segment line, and a 2 -simplex is a triangle. A simplicial 2-complex is a collection of $0-, 1-$, and 2 -simplices with the constraint that the intersection of any two simplices is either empty or is a face of both simplices. Also in this formalization a planarity constraint is assumed.
Using the combinatorial topology formalization, Kainz et al. [22] discussed how to use partially ordered sets (i.e. posets) as a representation structure for spatial data in the topological data model. They showed how the use of a poset operator called lattice completion (or normal completion) allows to model the important topological relations of containment, adjacency, and connectivity in terms of the set relations of intersection, union and containment and of the closure of these. A more extended treatment of these aspects is given in Sect. 2. Discussions on the use of posets and lattices to represent spatial relations and their connections with topological models are also provided by Saalfeld [28] and Kainz [19, 20, 21].
Lattice completion transforms a given poset in a lattice by adding to the poset new objects and relations so that, informally speaking, every set of objects has unique representatives for their intersection and union, while maintaining order relations.

As an example of the use of lattice representation to compute topological relations, consider the instance of the topological data model in Fig. 1(left) and its (transitively reduced and with top and bottom elements omitted for clarity) lattice representation in Fig. 1(right). You can now detect, as an example, that: (1) regions $D$ and $E$ intersect in the plane since they have as intersection in the lattice representation $A$ (a region); (2) regions $A$ and $B$ are adjacent in the plane since they have as intersection in the lattice $\gamma$ (a line); (3) lines $\beta$ and $\epsilon$ are not connected by a common point since their intersection in the lattice representation is empty.

The importance of a poset-based representation and lattice completion is twofold $[1,2,12,16,17,31,32]$ : on one side they give a formal basis for representing and reasoning about spatial relations, on the other side very efficient data structures can be defined to represent and manipulate them. Also, a poset based representation can be used as a formalization device for spatial query languages [8].
Using the combinatorial topology formalization, Kainz et al. [22] showed that the lattice completion of a poset modeling a set of spatial objects is a fundamental technique to build meaningful representation for topological relations.

In fact they proved that the new elements introduced by the normal completion process can (and have to) be interpreted as being the intersection of spatial objects. This is fundamental, from a mathematical point of view, since it means that the lattice resulting from the normal completion is the closure of the given set of spatial objects with respect to the intersection operation.

This result, however, leaves it open the question of the closure of the set of spatial objects with respect to the other fundamental operator to manipulate spatial entities, namely the union operator.

In this paper we precisely clarify the limitations for the use of a lattice as a formal model for a set of spatial objects, by proving sufficient and necessary conditions.

In the companion paper [9] we show that a technique already known in lattice theory, namely the construction of the maximal antichain lattice of a given poset, can be used to define another completion operator that builds the closure of the given set of spatial objects with respect to the union operation.

We also show that this new completion operator commutes with the normal completion and that the lattice obtained from the application of both completion operators is minimal and unique up to isomorphism.

Finally we show how to apply these operators when working on a subset (i.e., a view) of the set of spatial objects so that the computation only considers objects relevant to the view itself.

Our results give further theoretical motivations to the use of lattices built on simplicial complexes as a model for spatial objects and topological relations, since this kind of lattices are, by construction, closed with respect to both the union and the intersection operations.

The structure of the two papers is the following. In Sect. 2 we review the poset-based representation for the topological data model, examine problems arising from a naive extension to the most general case, and shortly describe how we tackle them. This section is a synthesis of all the results of the two papers. Section 3 introduces definitions related to posets and lattices and some basic facts about them. More advanced results are recalled in Appendix A. In Sect. 4 we introduce formally the definition of closure of a class $S$ of objects with a set-containment relation with respect to a certain set operator, of representation and of universal partition. Advanced technical details are contained in Appendix B. The companion paper [9] is dedicated to the study of the representation of the closure of a class with respect to set-intersection and set-union operators. It also contains conclusions and final remarks.


Figure 1: (left) A class $S$ of spatial objects in the topological data model. (right) A lattice representation for this class.

## 2 A Poset Representation for the Topological Data Model

In this section we discuss in more details the use of posets to represent a collection of spatial objects in the topological data model approach and highlight its shortcomings.

Note that since we focus on set-union and setintersection operations on spatial regions, it is not necessary to explicitly consider the lowest two levels of the poset representation of the topological data model, see Fig. 1 (right), i.e. the levels modeling curves and points.

A poset representation is not always rich enough to represent the closure of set-intersection and set-union on the sets of the class. Kainz et al. proposed to transform the poset representing a class of spatial sets in the topological data model in a lattice. This transformation can be obtained by means of a well-known operator of poset theory, namely the lattice completion (or normal completion) [4, 6]. Kainz et al. suggested to represent the result of set-intersection between spatial sets by means of the new elements added by the lattice completion operator. In such a way it is possible to compute topological properties via set-intersection and set-union on the lattice representation.

Consider for example the class of sets $S$ containing the four sets $A, B, C$, and $D$ shown in Fig. 2. Each set is represented by means of a different filling pattern. Zones filled with more than one pattern belong to more than one set. We can represent the class $S$ with the poset $P$ shown in Fig. 3(left). Note that elements of $P$ have the same labels of the sets they represent.


Figure 2: A class of spatial objects in the topological data model

### 2.1 Representing Set-Intersection Closure

Now suppose we want a representation of the closure. $S^{\cap}$ of the class $S$ with respect to the set-intersection operator (i:e. the class obtained intersecting each possible pair of sets taken from $S$ ). The only element of the closure that is different from sets in $S$ and from the empty set is $A \cap B$. The set $A \cap B$ is contained in the sets $A$ and $B$ and it contains the sets $C$ and $D$. The normal completion of poset $P$ is the lattice $L$, shown in Fig. 3(right). We always represent posets and lattices by a drawing showing their transitive reduction. The lattice $L$ is composed by the elements of $P$ plus a top $(T)$ and a bottom ( $\emptyset$ ) element, and a new element labeled $X$, which is smaller than the elements (representing the sets) $A$ and $B$ and greater than those (representing the sets) $C$ and $D$. Therefore, since the


Figure 4: (left) A class $S$ of spatial objects in the topological data model. (right) A poset representation $P$ for this class.


Figure 3: (left) A poset representation of the class $S$ of Fig. 2. (right) The normal completion of the poset to the left.
relation of set $A \cap B$ with respect to other sets of $S$ is analogous to that of the element $X$ with respect to other elements of $L$, the lattice $L$ can represent the class of sets $S^{n}$, provided that the element $X$ represents the set $A \cap B$. This was the proposal of Kainz et al. [22].

In the general case, however, using the normal completion operator to represent the set-intersection operator, may lead to wrong results $[10,11]$. Consider the example shown in Fig. 4(left) containing the five sets $A, B, C, D$, and $E$. Its poset representation is shown in Fig. 4(right), where elements of $P$ have the same labels of the sets they represent.

Suppose we want a representation of $S^{\cap}$. The only elements of the closure that are different from sets in $S$ and from the empty set are the sets $A \cap B, B \cap C$, $A \cap C$, and $A \cap B \cap C$. The normal completion of poset $P$ is the lattice $L$, shown in Fig. 5(left). The lattice $L$ is composed by the elements of $P$ plus a top ( $T$ )
and a bottom ( $\emptyset$ ) element, and one new element labeled $X$. But lattice $L$ cannot represent $S^{\cap}$, since a correct representation of $S^{n}$, shown in Fig. 5(right), has three new elements, labeled $F, G$ and $H$. Element $F$ represents $A \cap B$, element $G$ represent $B \cap C$, while element $H$ represent two coincident sets of $S^{n}$, namely $A \cap B \cap C$ and $A \cap C$.

This example shows that to represent set-intersection operator by means of a poset operator we have to provide more information to our representation. A way to do this is to include in the class $S$ a partition of the whole domain on which $S$ is defined, that we call universal partition of $S$. Note that a basic reference layer analogous to our universal partition, is commonly used in the modeling of geometrical entities [15, 7]. Such a basic reference layer is indeed the starting point for many efficient data structures based on a spacepartitioning criteria, e.g. quadtree [29], grid-file [25], k-d tree [3], cell-tree [14].

Also note that in [7] it is shown that the mathematical definition of a partition and the spatial one disagree. In fact, since geometrical objects are closed sets in the spatial view, their boundaries can be common to more than one object. This is not possible in the mathematical view of a partition. But this does not affect our work, since if we consider the extended poset model of a class of spatial object, where also the two lowest layers are present (see Fig. 1(right)), we note that such a model represents also the spatial view of geometrical object, where common intersections exist.

In a poset representing a class that has a universal partition there is a representative element for each of the element of the partition of the domain of $S$. In Fig. 6 we show a class $S$ of sets containing five sets $A, B, C, D$, and $E$ which have exactly the same containment relations as the regions in Fig. 4. But the


Figure 5: (left) The lattice completion of poset $P$ representing class $S$ of Fig. 4. (right) A poset representation of the set-intersection closure for class $S$.


Figure 6: A class $S$ of spatial objects with a universal partition
class also contains a universal partition, whose elements coincide with the unit squares of the grid, denoted $1 a, 1 b, \ldots, 5 e$. Sets $A, B, C, D$, and $E$ are distinguished by means of different filling patterns.

A poset representation $P$ for this class of sets is shown in Fig. 7. We want to construct a representation of $S^{\cap}$, namely a representation which contains also elements that represent sets $A \cap B, B \cap C$ and $A \cap B \cap C$. Comparing $P$ with the poset in Fig. 4(right) we can see that the universal partition provides information on the class $S$ that were missing in the poset in Fig. 4(right).

For example elements $1 d, 2 d$, and $3 d$ represent elementary areas contained in both sets $A$ and $B$ but not in set $C$. This fact means that $A \cap B$ and $A \cap B \cap C$ are different sets. Figure 8 shows the normal completion $M(P)$ of poset $P$ (in Fig. 8 also, the top and the bottom of the lattice completion have been omitted for clarity). Inspecting Fig. 8 (and recalling Fig. 5(right)) we can see that $M(P)$ is a correct representation of class $S^{n}$, since elements labeled $X, Y$ and $Z$ represent respectively sets $A \cap B, B \cap C$ and $A \cap B \cap C$.

In the companion paper [9] we formally prove that the existence of a partition of the domain on which a class of sets is defined is a sufficient but not - in general necessary condition for the normal completion of the representation of the class to be a correct representation of the closure of the class with respect to the setintersection operator. In the same section we also give necessary conditions for a correct representation of the closure of the class with respect to the set-intersection operator by means of the normal completion. Finally, we show that for classes of sets satisfying a reasonable assumption (informally, that the union of the smallest elements in the class is equal to the union of the greatest ones), the existence of a partition of the domain on which a class of sets is defined is a necessary and sufficient condition to this aim.

### 2.2 Representing Set-Union Closure

We also study the problem of representing the closure of a class of sets with respect to the set-union operator. To represent the closure with respect to the union op-


Figure 7: A poset representation of the class $S$ of spatial objects of Fig. 6


Figure 8: The normal completion of the poset in Fig. 7
erator of a class of sets $S$, we need a new poset operator since lattice completion does not provide a correct answer. The following example illustrates the problem. Let us consider the class of sets $S$ in Fig. 9. The poset representation $P$ for $S$ is shown in Fig. 10(left) where elements of $P$ have the same labels of the sets they represent.
Suppose now we want to introduce in $P$ an element, denoted $C \cup D$, to represent the union of sets $C$ and $D$. The union of $C$ and $D$ is the smaller set containing both $C$ and $D$. Hence the representative of $C \cup D$ should be the least upper bound in $P$ of $C$ and $D$. We could provide such a least upper bound extending the poset in Fig. 10(left) to a lattice by means of the normal completion. In this way we obtained the lattice in Fig. 10 (center). The newly created element $X$ would be the desired least upper bound of $C$ and $D$. However $X$ would also be greater than $E$ in the poset. Hence $X$ cannot represent the union of $C$ and $D$ since such
a union does not contain $E$.
So to represent $C \cup D$ we need to provide a least upper bound to representatives of $C$ and $D$ by means of a different poset-operator. More exactly we need a poset-operator that applied to the poset in Fig. 10(left) provides a least upper bound for $C$ and $D$ that is greater than only the representatives of sets contained in $C \cup D$. The correct representation is the lattice shown in Fig. 10 (right), where element $X$ is the representative of $C \cup D$.

For this purpose we introduce a poset operator, called by us $U$-completion, that builds the quotient lattice modulo a certain congruence relation of the antichain lattice of $P$. We give necessary and sufficient conditions for the U-completion to represent $S^{\cup}$, the closure of a class of spatial sets $S$ with respect to the set-union operator.
We address also the issue of the simultaneous application of the lattice completion and U-completion opera-


Figure 9: A class $S$ of spatial objects in the topological data model.
tors. We prove that U-completion and lattice completion can be applied in whatever order, always producing the same outcome. Namely, we show that for any class $S,\left(S^{\cup}\right)^{\cap}=S^{\cap \cup}$ and $\left(S^{\cap}\right)^{\cup}=S^{\cap \cup}$ and that the lattice obtained by the application of both completion operations is minimal and unique up to isomorphism. Hence, starting from a representation of class $S$, we can apply in in whatever order the normal completion and the U-completion obtaining a representation of $S^{\mathrm{n}}$. We finally show that the existence of a universal partition is a necessary and sufficient condition for the simultaneous application of the U-completion and the lattice completion to represent $S^{\cap \cup}$.

### 2.3 Working on a View

Note that one is often interested in applying the intersection and union operator only to a subclass $T$ of a given class $S$ of spatial sets, for example when a view to operate on a subclass $T$ of $S$ has been defined in the spatial database. In such a case it is not convenient to build the normal completion or the U-completion of the whole representation of the class, since it is likely that it contains much more elements than the ones we are interested to. Consider that, in general, the completion of a given poset $P$ has in the worst case a size which is exponential with respect to the size of $P$. The naive solution of building only completions of a poset representation of the subclass $T$ has the disadvantage of producing poset representations for closures of $T$ of that are disjoint from the representation of $S$. We give in the companion paper [9] necessary and sufficient conditions so that the poset representation of $S$ and those of closures of subclasses can be joined together into a correct poset representation of the whole reality of interest.
As an example, let us consider the class $S$ of sets in Fig. 11, where $S$ contains also the elements of a universal partition. Namely, the elements of the universal
partition are the small unit squares and are denoted using a matricial notation $1 a, 1 b, \ldots, 4 e, 4 f$. The remaining sets are each distinguished by a filling pattern. Areas filled with more than one pattern are contained in more than one set.

Suppose now we are interested in building a representation of the closure with respect to both set-union and set-intersection operators for the view consisting only of elements $\{A, B, C, D\}$.

In Fig. 12(left) we can see a poset representation of $S$, where representatives of elements of the universal partition not contained in any other set have been omitted for clarity. We apply normal completion and U-completion to the subposet representing the view $\{A, B, C, D\}$ and we merge the obtained lattice with the original poset obtaining the desired result, shown in Fig. 12 (right), where $X$ represents $A \cap B, Y$ is the representative of $C \cup D$, and the top and bottom elements have been omitted for clarity.

## 3 Poset Basics

In this section we recall definitions regarding posets and lattices and some basic facts about them. It can be skipped by a reader with some knowledge of the field. More advanced results are recalled in Appendix A.

Definition 3.1 A partial order relation $\Re$ is a binary relation which is reflexive (aßa), antisymmetric ( $a \Re b$ and $b \Re a$ implies $a=b$ ) and transitive ( $a \Re b$ and $b \Re c$ implies a凡c).

Definition 3.2 A partially ordered set, i.e. a poset $\langle P, \leq\rangle$ is an algebraic structure formed by a set $P$ and a partial order relation (normally indicated with the symbol $\leq$ ), among the elements of $P$.

Posets are well known mathematical structures. This fact allows us to lean on a well founded theory,


Figure 10: (left) A poset representation $P$ of the class $S$ of sets of Fig. 9. (center) The lattice completion of poset $P$. (right) The correct lattice representation of class $S$ plus the set $C \cup D$.


Figure 11: A Class $S$ of sets containing a universal partition.


Figure 12: (left) A poset representation of the class $S$ of sets of Fig. 11. (right) A representation of the closure with respect to both set-union and set-intersection operators of the class $S$.
covered by an extensive amount of literature. We signal for the interested reader Birkhoff's and Gratzer's classic books [4, 13].

Finite posets can be graphically represented by a Hasse diagram. In a Hasse diagram, each poset's element is represented by a dot; also, given $A, B \in P$ such that $A \leq B$, and for no $C \in P$ we have $A<C<B$, then the dot that represents $B$ is drawn in a position higher than those of the dot that represents the element $A$, and the two dots are connected by a line. Note that the Hasse diagram of the poset $\langle P, \leq\rangle$ is a representation of the transitive reduction of the relation $\leq$.

Definition 3.3 Let $\langle P, \leq\rangle$ be a poset and let $Q \subseteq P$. Then:

1. $a \in Q$ is a maximal element of $Q$ if $\forall y \in Q, a \leq y$ implies $a=y$;
2. $a \in Q$ is the greatest (or maximum) element of $Q$ if $\forall y \in Q, y \leq a$;
3. $a \in Q$ is a minimal element of $Q$ if $\forall y \in Q, y \leq a$ implies $a=y$;
4. $a \in Q$ is the least (or minimum) element of $Q$ if $\forall y \in Q, a \leq y$.

The following definition introduces some important families of sets associates to a poset.

Definition 3.4 Given a poset $\langle P, \leq\rangle$ and $Q \subseteq P$, we define:

1. $Q^{*}=\{x \in P \mid \forall y \in Q, y \leq x\}$ (upper-star ideal);
2. $Q_{*}=\{x \in P \mid \forall y \in Q, x \leq y\}$ (lower-star ideal);
3. $\uparrow Q=\{x \in P \mid \exists y \in Q, y \leq x\}$ (up $Q$ );
4. $\downarrow Q=\{x \in P \mid \exists y \in Q, x \leq y\}$ (down $Q$ );
5. $Q^{o}=\{x \in Q \mid x$ is a maximal element of $Q\}$ (set of the maximal elements of $Q$ or maxima of $Q$ );
6. $Q_{o}=\{x \in Q \mid x$ is a minimal element of $Q\}$ (set of the minimal elements of $Q$ or minima of $Q$ );

Also for each $p \in P$ we define:

1. $\uparrow p=\{x \in P \mid p \leq x\} ;$
2. $\downarrow p=\{x \in P \mid x \leq p\} ;$

Note that for each $p \in P$, trivially $\uparrow p=\uparrow\{p\}=$ $\{p\}^{*}$ and $\downarrow p=\downarrow\{p\}=\{p\}_{*}$.

Definition 3.5 Given a poset $\langle P, \leq\rangle$ and $Q \subseteq P$, if there exist $u \in P$ such that $u$ is the least element of $Q^{*}$, we call $u$ least upper bound (lub) of $Q$ and write $u=l u b_{P}(Q)$. Analogously, if there exist $l \in P$ such that $l$ is the greatest element of $Q_{*}$, we call l greatest lower bound (glb) of $Q$ and write $l=g l b_{P}(Q)$.

Note that by definition the $g l b$ and the $l u b$ are unique, when they exist. In the rest of the paper, given a poset $\langle P, \leq\rangle$ and $Q \subseteq P$, we write $l u b(Q)$ instead of $l u b_{P}(Q)$ and $g l b(Q)$ instead of $g l b_{P}(Q)$, every time no ambiguity is possible. Also, given $x, y \in P$ we simply write $l u b(x, y)$ and $g l b(x, y)$ to denote respectively $\operatorname{lub}(\{x, y\})$ and $g l b(\{x, y\})$.

A lattice is a poset such that for every pair of elements a least upper bound and a greatest lower bound exist.

Definition 3.6 Given a poset $\langle P, \leq\rangle$ if lub $(x, y)$ and glb $(x, y)$ exist $\forall x, y \in P$ then $P$ is called a lattice.

The next Definition deals with mappings from a poset to another poset.

Definition 3.7 Let $\langle P, \leq\rangle$ and $\left\langle Q, \leq^{\prime}\right\rangle$ be posets. $A$ map $F: P \mapsto Q$ is said to be

1. order preserving if $x \leq y$ in $P$ implies $F(x) \leq '$ $F(y)$ in $Q$;
2. an order embedding if $x \leq y$ in $P$ if and only if $F(x) \leq^{\prime} F(y)$ in $Q$;
3. an order isomorphism if it is an order embedding surjective mapping.

Given a generic poset, we are often interested in extending it to a lattice which preserves the ordering relation. We call such a lattice the completion of the given poset.

Definition 3.8 Given a poset $\langle P, \leq\rangle$, and a lattice $\left\langle L, \leq^{\prime}\right\rangle$ we say that $L$ is a completion of $P$ if there exists an order embedding from $P$ to $L$.

Among the completions of a given poset, there is a particularly interesting one, called Normal Completion or MacNeille Completion [6].

Definition 3.9 Given a poset $\langle P, \leq\rangle$, we define its MacNeille completion as the poset $\langle M(P), \subseteq\rangle$ where $M(P)=\left\{Q \mid Q \subseteq P\right.$ and $\left.Q=\left(Q^{*}\right)_{*}\right\}$.

It is well known that $\langle M(P), \subseteq\rangle$ is a completion of $\langle P, \leq\rangle$ and that it has the additional property of preserving all least upper bounds and greatest lower bounds that exist in $\langle P, \leq\rangle[6]$. The following definition provides a canonical order embedding between the posets $\langle P, \leq\rangle$ and $\langle M(P), \subseteq\rangle$.

Definition 3.10 Let $\langle P, \leq\rangle$ be a poset and let $\langle M(P), \subseteq\rangle$ be its MacNeille completion. The canonical order embedding $\varphi: P \mapsto M(P)$ between a posets and its MacNeille completion is defined as $\varphi(x)=\downarrow x$.

The following definition introduces a useful property of the MacNeille completion.

Definition 3.11 Let $P$ be a poset and let $Q \subseteq P$. Then $Q$ is called join-dense in $P$ if for every element $s \in P$ there is a subset $A$ of $Q$ such that $s=\operatorname{lub}(A)$ Analogously, $Q$ is called meet-dense in $P$ if for every element $s \in P$ there is a subset $A$ of $Q$ such that $s=$ glb $(A)$. To provide a compact notation, for all $x \in P$, we define $(\uparrow x)_{Q}=\{y \in Q \mid x \leq y\}$ and $(\downarrow x)_{Q}=$ $\{y \in Q \mid y \leq x\}$.

## 4 Representations and Closures

In this section we define formally what we mean by closure of a class of sets with respect to a certain set operator, and what we mean by representation of a class of sets with a set-containment relation by means of a poset. We also introduce in this section the concept of universal partition of a class $S$ with a set-containment relation. It will be used later as a tool to operate efficiently on sets belonging to $S$ and on sets belonging to closures of $S$.

We consider only finite classes, i.e. classes containing a finite number of sets. For technical reasons it is useful to work with classes of sets with a set-containment relation that contain a greatest set (namely a set that contains every other set of the class) and a least set (namely a set that is contained in every other set of the class). This is not a restriction since if a finite class of sets has not a greatest or a least set, we can always expand it adding respectively the set-union of all the sets of the class or the empty set, and then work with the expanded class. From now on, when we speak of a class of sets with a set-containment relation, we always refer to the expanded class. All results proved in this section are almost straightforward. Their proofs can be found for completeness in Appendix B (p.236).

We first define the closure of a class of sets with respect to set-union and set-intersection operators.

Definition 4.1 Let $S$ be a class of sets with a setcontainment relation. We define $S^{\cap}$, the closure of $S$ with respect to the set-intersection operator, by the following rules:

1. if $s \in S$ then $s \in S^{\cap}$;
2. $\forall s_{1}, s_{2} \in S^{\cap}, s_{1} \cap s_{2} \in S^{\cap}$.

Definition 4.2 Let $S$ be a class of sets with a setcontainment relation. We define $S^{\cup}$, the closure of $S$ with respect to the set-union operator, by the following rules:

1. if $s \in S$ then $s \in S^{\cup}$;
2. $\forall s_{1}, s_{2} \in S^{\cup}, s_{1} \cup s_{2} \in S^{\cup}$.

Definition 4.3 Let $S$ be a class of sets with a setcontainment relation. We define $S^{\text {nu }}$, the closure of $S$ with respect to both set-union and set-intersection operators, by the following rules:

1. if $s \in S$ then $s \in S^{\cap u}$;
2. $\forall s_{1}, s_{2} \in S^{\cap \cup}, s_{1} \cap s_{2} \in S^{\cap \cup}, s_{1} \cup s_{2} \in S^{\cap \cup}$

Obviously, we have $S^{\cap} \subseteq S^{\cap \cup}$ and $S^{\cup} \subseteq S^{\cap \cup}$. The following theorem shows the relation existing among the closure operations introduced by the above definitions.

Theorem 4.1 We have $\left(S^{\cup}\right)^{\cap}=S^{\cap \cup}$ and $\left(S^{\cap}\right)^{\cup}=$ $S^{\cap \cup}$.

A key role is played by elements in the lowest layer.
Definition 4.4 We define base of $S$ (and we denote it as $B_{S}$ ) the set of minimal elements of $S \backslash\{\emptyset\}$.

Note that since the base is defined without considering the empty set, then when this set is part of the considered class, either directly or because of its expansion, we usually assume definitions and properties do not refer to it. To avoid an heavy presentation, we usually do no explicit how definition and properties have to be extended to the empty set, unless we feel this extension is hard to figure out for the reader on the basis of the current context.

We introduce a mapping to relate each set of a class with sets of the base containing it. The powerset of set $I$ is denoted by $2^{I}$.

Definition 4.5 Let $S$ be a class of sets with a setcontainment relation. We define the mapping $S_{\text {Base }}$ : $S \mapsto 2^{B_{S}}$ as

$$
S_{\text {Base }}(s)=\left\{r \in B_{S} \mid r \subseteq s\right\}
$$

When the base of a class is a partition of the whole domain of $S$ a lot of interesting properties turn out to be true. The following definition formalizes the concept of partition of the whole domain of $S$.

Definition 4.6 We say that base $B_{S}$ of a class of sets $S$ is a universal partition of $S$ if $\forall r_{1}, r_{2} \in B_{S}$, we have $r_{1} \cap r_{2}=\emptyset$, and $\forall s \in S$ there exist $r_{1}, r_{2} \ldots r_{n} \in B_{S}$ such that $s=\bigcup_{i} r_{i}$.

The following lemma shows that for each set $s$ of a class of sets with a set-containment relation, there exists a unique collection of sets of the universal partition whose set-union is equal to $s$, and that this collection is exactly $S_{\text {Base }}(s)$.

Lemma 1 If $S$ is a class of sets with a setcontainment relation and a universal partition $U_{S}$, there exists a unique set $\left\{r_{1}, r_{2} \ldots r_{n}\right\} \in 2^{U_{s}}$ such that $s=\bigcup_{i} r_{i}$. Also $\forall s \in S, s=\bigcup_{r \in S_{\mathrm{Base}( }(s)} r$.

From the previous lemma the following corollary follows, which clarifies the links between $S$ and its universal partition by showing that each set of $S$ can be generated by a collection of sets of the universal partition.

Corollary 2 The mapping $S_{\text {Base }}($.$) is an order em-$ bedding from the poset $\langle S, \subseteq\rangle$ to the poset $\left\langle 2^{U_{S}}, \subseteq\right\rangle$.

The universal partition $U_{S}$ of a class $S$ of sets with a set-containment relation is also a universal partition of $S^{\cap}, S^{\cup}$ and $S^{\cap \cup}$. We show in the following corollary this important property with respect to $S^{\cap \cup}$, leaving the analogous proofs with respect to $S^{\cap}$ and $S^{U}$ to the reader.

Corollary 3 Let $S$ be a class of sets with a setcontainment relation and a universal partition $U_{S}$. Then $U_{S}$ is a universal partition of $S^{\cap \cup}$.

Thanks to the corollary above, we can apply Definition 4.6 and Corollary 2 also to $S^{\cap \cup}$.

The next two corollaries show important consequences of the existence of the universal partition that we will discuss in the companion paper [9].

Corollary 4 Let $S$ be a class of sets with a set containment relation and a universal partition $U_{S}$. Then $S^{\cup}=S^{\cap \cup}$.

Corollary 5 Let $S$ be a class of sets with a set containment relation and a universal partition $U_{S}$. The mapping $S_{\text {Base }}($.$) is an order isomorphism from the$ poset $\left\langle S^{\cap \cup}, \subseteq\right\rangle$ to the poset $\left\langle 2^{U_{s}}, \subseteq\right\rangle$.

Now we define formally what a representation is by means of a poset of a class of sets with a setcontainment relation.

Definition 4.7 Let $S$ be a class of sets with a setcontainment relation and let $\langle P, \leq\rangle$ be a poset. We say that. $P$ is a representation. of $S$ if there exists an isomorphism between $S$ and $P$.

From now on, every time we deal with a representation $P$ of a class $S$ of sets with a set-containment relation, we refer to the isomorphism between $S$ and $P$ as Rep : $S \mapsto P$. Of course there exists Rep ${ }^{-1}$ : $P \mapsto S$. Note that since the classes of sets with a setcontainment relation we consider have a greatest and a least set, their representations have a greatest and a least element. For any $s \in S$ we say that $\operatorname{Rep}(s)$ is the representative of $s$ in $P$.

Among the elements of $P$, representatives of set contained in $B_{S}$ play a special role. Hence it is useful to introduce a notation for them.

Definition 4.8 Let $S$ be a class of sets with a setcontainment relation and let $P$ be a representation of $S$. We define base of $P$ the set

$$
B_{P}=\left\{x \in P \mid x=\operatorname{Rep}(r) \text { and } r \in B_{S}\right\} .
$$

If $B_{S}$ is a universal partition of $S$, we say that $B_{P}$ is a universal partition of $P$ and we denote it as $U_{P}$.

We often need to relate each representative of a set $s$ with the representatives of the sets of the base contained in $s$. Therefore we introduce the mapping $P_{\text {Base }}(\cdot)$ from elements in $P$ to subsets of $B_{P}$.

Definition 4.9 Let $S$ be a class of sets with a setcontainment relation and let $P$ be a representation of $S$. For each $p \in P$, we define the mapping $P_{\text {Base }}$ : $P \mapsto 2^{B_{P}}$ as

$$
P_{\text {Base }}(p)=
$$

$$
\left\{x \in P \mid x=\operatorname{Rep}(r), r \in S_{\text {Base }}\left(\operatorname{Rep}^{-1}(p)\right)\right\}
$$

In a class of sets with a set-containment relation and a universal partition, a set is 'composed' by sets of the universal partition by means of the set-union operator. In the representation of the class an analogous 'composition' is obtained by means of the lub(.) operator that assign to each subset of a poset its least upper bound, as the following theorem shows.

Theorem 4.2 Let $S$ be a class of sets with a setcontainment relation and a universal partition. If $P$ is a representation of $S$ then for each $s \in S$ we have:

$$
\begin{aligned}
\operatorname{Rep}(s) & =\operatorname{lub}\left(\left\{y \mid y=\operatorname{Rep}(r) \text { and } r \in S_{\mathrm{Base}}(s)\right\}\right) \\
& =\operatorname{lub}\left(P_{\mathrm{Base}}(\operatorname{Rep}(s))\right)
\end{aligned}
$$

If one thinks of $P_{\text {Base }}($.$) as a mapping between$ the posets $\langle P, \leq\rangle$ and $\left\langle 2^{B_{P}}, \subseteq\right\rangle$, the previous theorem translates into the following corollary:

Corollary 6 The mapping $P_{\text {Base }}($.$) from the poset$ $\langle P, \leq\rangle$ to the poset $\left\langle 2^{B_{P}}, \subseteq\right\rangle$ is order preserving. Moreover if $B_{S}$ is a universal partition, $P_{\text {Base }}($.$) is an order$ embedding.
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## A Properties of Posets

In this section we recall some more advanced results on posets that are needed in our proofs. It can be skipped by the reader that has a working knowledge of the field.

Upper-star and lower-star ideals, introduced at page 231, have interesting properties, stated in the following lemma. We refer to [6,27] for proofs of these properties.

Lemma 7 Given a poset $\left\langle P_{,} \leq\right\rangle$and $Q_{1}, Q_{2} \in P$, we have:

1. $Q_{1} \subseteq\left(Q_{1}{ }^{*}\right)_{*}$ and $Q_{1} \subseteq\left(Q_{1_{*}}\right)^{*}$;
2. if $Q_{1} \subseteq Q_{2}$, then $Q_{2}{ }^{*} \subseteq Q_{1}{ }^{*}, Q_{2 *} \subseteq Q_{1_{*}}$ and $\left(Q_{1}{ }^{*}\right)_{*} \subseteq\left(Q_{2}{ }^{*}\right)_{*} ;$
3. $Q_{1_{*}}=\left(\left(Q_{1_{*}}\right)^{*}\right)_{*}$ and $Q_{1}{ }^{*}=\left(\left(Q_{1}{ }^{*}\right)_{*}\right)^{*}$;
4. $p \in\{p\}_{*}$ and $p \in\{p\}^{*}, \forall p \in P$;
5. $\left(\{p\}^{*}\right)_{*}=\{p\}_{*}, \forall p \in P ;$
6. if $p \leq q$, then $\{p\}_{*} \subseteq\{q\}_{*}$ and $\{q\}^{*} \subseteq\{p\}^{*}$, $\forall p, q \in P$;
7. $\{p\}_{*}=\{q\}_{*}$ if and only if $p=q, \forall p, q \in P$.

The next Lemma shows important properties of join-dense and meet-dense subsets, introduced at page 232. For proofs of this and other properties see [6].

Lemma 8 Let $P$ be a poset and let $Q \subseteq P$. If $Q$ is join-dense in $P$ then for each $x \in P$ we have $x=$ lub $P_{P}\left((\downarrow x)_{Q}\right)$. If $Q$ is meet-dense in $P$ then for each $x \in P$ we have $x=g l b_{P}\left((\uparrow x)_{Q}\right)$.

The following lemma shows that a poset (via the canonical order embedding) is both join-dense and meet-dense in its MacNeille completion. For proofs of this and other properties of the MacNeille completion see [6].

Lemma 9 Let $\langle P, \leq\rangle$ be a poset and let $\langle M(P), \subseteq\rangle$ be its MacNeille completion. The set $\varphi(P)$ is both joindense and meet-dense in $M(P)$.

The definition of the MacNeille completion may also be used to define an algorithm for its construction. Such an algorithm has an exponential worst-case time complexity with respect to the number of elements of the poset. Recently, Perry [27] has proposed an incremental algorithm that has a polynomial complexity with respect to the number of elements of the produced lattice.

In general, in a poset there can be elements that are not related to each other.

Definition 1 Let $\langle P, \leq\rangle$ be a poset and let $Q \subseteq P$. We say that $Q$ is an antichain if $\forall x, y \in Q, x \leq y$ implies $x=y$.

Note that for each $R \subseteq P$, the set $R^{o}$ of the maximal elements of $R$ and the set $R_{o}$ of the minimal elements of $R$ are antichains. It is possible to define an order relation among the antichains of a poset. The resulting poset is indeed a lattice, as it is shown by the next Lemma. For its proof see [4, 18].

Lemma 10 Let $\langle P, \leq\rangle$ be a poset and let $A(P)$ be the set of all the antichains of $P$. The poset $\langle A(P), \tilde{\mathfrak{\jmath}}\rangle$, where $\preceq$ is the order relation defined, $\forall A_{1}, A_{2} \in A(P)$, as $A_{1} \widetilde{\leq} A_{2}$ if and only if $\downarrow A_{1} \subseteq \downarrow A_{2}$, is a lattice, called lattice of antichains of $\langle P, \leq\rangle$. We write $A_{1} \approx A_{2}$ when $A_{1} \tilde{\underline{\Sigma}} A_{2}$ and $A_{1} \neq A_{2}$. We have also lub $\left(A_{1}, A_{2}\right)=$ $\left(\downarrow A_{1} \cup \downarrow A_{2}\right)^{\circ}$ and $g l b\left(A_{1}, A_{2}\right)=\left(\downarrow A_{1} \cap \downarrow A_{2}\right)^{\circ}$.

Several algorithms are known to construct the lattice of antichains of a given poset. In particular we signal to the interested reader $[18,30]$.

Now we define the concept of congruence and that of quotient lattice.

Definition 2 Let $\langle L, \leq\rangle$ be a lattice and let $\cong$ be an equivalence relation defined on it. We say that $\cong$ is a congruence if $\forall a, b, c, d \in L, a \cong b$ and $c \cong d$ imply $l u b(a, c) \cong l u b(b, d)$ and $g l b(a, c) \cong g l b(b, d)$.

Given a lattice $\langle L, \leq\rangle$ and an equivalence relation $\cong$ defined on $L$, we can try to define a partial order relation on $L_{\underline{\cong}}$, the quotient set of $L$ modulo $\cong$, saying that given $a, b \in L,[a] \leq^{\prime}[b]$ if $a \leq b$. It turns out that the relation $\leq^{\prime}$ is well defined (namely it is independent from the choice of the representatives of the equivalence classes) if the relation $\cong$ is a congruence (see [6]). The poset $\left\langle L_{\cong}, \leq^{\prime}\right\rangle$ is indeed a lattice, as it is shown by the next Lemma. For its proof see [6].

Lemma 11 Let $\langle L, \leq\rangle$ be a lattice and let $\cong$ be a congruence defined on it. Let $L \cong$ be the quotient set of $L$ modulo $\cong$ and let $\leq$ ' be the partial order relation on $L_{\cong}$ defined as $[a] \leq^{\prime}[b]$ if and only if $a \leq b, \forall[a],[b] \in L_{\cong}$. The poset $\left\langle L_{\cong}, \leq^{\prime}\right\rangle$ is a lattice, called the quotient lattice of $L$ modulo $\cong$.

We close this section by recalling in the next lemma a basic result of elementary algebra which is used in the paper. Its proof can be found in elementary algebra textbooks.

Lemma 12 Let $A$ and $B$ be sets and let $f: A \mapsto B$ be a mapping. Consider the equivalence relation $\cong$ on the set $A$ defined as $x \cong y, \forall x, y \in A$, if and only if $f(x)=f(y)$. Let $A_{\cong}$ be the quotient set of $A$ modulo $\cong$. Then the mapping $g: A \cong \mapsto B$ defined as $g([x])=$ $f(x)$ is well defined (namely it is independent from the choice of the representatives of the equivalence classes) and is injective. Moreover, $g($.$) is bijective if and only$ if $f($.$) is surjective.$

## B Proofs of Section 4

Theorem 4.1. We have $\left(S^{\cup}\right)^{\cap}=S^{\cap \cup}$ and $\left(S^{\cap}\right)^{\cup}=$ $S^{\cap \cup}$.
Proof. We only show the latter equality because the proof of the former is analogous. We first prove that for each $s \in\left(S^{\cap}\right)^{\cup}$ we have $s \in S^{n u}$. Observe that for each $s \in S^{\cap}$ we have either $s \in S$ or $s$ is generated applying recursively rule 2 given in Definition 4.1 (p.232). In either cases, $s \in S^{\cap \cup}$ applying rules 1 or 2 given in Definition 4.3 (p.232), hence $S^{\cap} \subseteq S^{\cap \cup}$. Consider now $s \in\left(S^{\cap}\right) \cup s$ is generated by the application of rules 1 or 2 given in Definition 4.2 (p.232), starting from sets in $S^{n}$. Then, since $S^{n} \subseteq S^{\text {nU }}$, applying rules 1 or 2 given in Definition 4.3 (p.232) to the same sets in $S^{n}$ we have $s \in S^{\text {nu }}$.

We now prove that for each $s \in S^{\cap \cup}$ we have $s \in\left(S^{\cap}\right)^{\cup}$. Let us consider $s \in S^{\cap \cup}$. If $s \in S$ then $s \in\left(S^{\cap}\right)^{\cup}$ by definition. Otherwise, $s$ is generated by the application of rule 2 given in Definition 4.3 (p.232). To show the thesis we proceed by induction on the number of applications of rule 2 . If rule 2 is applied 0 times, then $s \in S$, hence the thesis is true. Assume $s$ is generated by $N$ applications of rule 2 to distinct couples of distinct elements. Then we have $s=s_{1} \cup s_{2}$ or $s=s_{1} \cap s_{2}$ with $s_{1}, s_{2} \in S^{\cap \cup}$ and $s_{1}$ and $s_{2}$ are generated respectively by $N_{1}$ and $N_{2}$ applications of rule 2, with $N_{1}<N$ and $N_{2}<N$. By inductive hypothesis $s_{1}, s_{2} \in\left(S^{\cap}\right)^{U}$, hence we have $s_{1}=\bigcup_{i}\left(\bigcap_{j} s_{i j}\right)$ and $s_{2}=\bigcup_{h}\left(\bigcap_{k} t_{h k}\right)$, with $s_{i j} \in S \forall i, j$ and $t_{h k} \in S \forall h, k$. If $s=s_{1} \cup s_{2}$ then we have

$$
s=\left(\bigcup_{i}\left(\bigcap_{j} s_{i j}\right)\right) \cup\left(\bigcup_{h}\left(\bigcap_{k} t_{n k}\right)\right),
$$

hence the thesis is trivially true. If $s=s_{1} \cap s_{2}$ then we have

$$
s=\left(\bigcup_{i}\left(\bigcap_{j} s_{i j}\right)\right) \cap\left(\bigcup_{h}\left(\bigcap_{k} t_{h k}\right)\right)
$$

Applying the distributive property we have

$$
s=\bigcup_{i, h}\left(\bigcap_{j} s_{i j}\right) \cap\left(\bigcap_{k} t_{h k}\right)
$$

hence the thesis is proved.
Lemma 1. If $S$ is a class of sets with a setcontainment relation and a universal partition $U_{S}$, there exists a unique set $\left\{r_{1}, r_{2} \ldots r_{n}\right\} \in 2^{U_{s}}$ such that $s=\bigcup_{i} r_{i}$. Also $\forall s \in S, s=\bigcup_{r \in S_{\mathrm{Base}}(s)} r$.
Proof. Assume there exist two collections $\left\{r_{1}, r_{2} \ldots r_{n}\right\}$ and $\left\{t_{1}, t_{2} \ldots t_{m}\right\}$ of sets of the universal partition such that $s=\bigcup_{i} r_{i}=\bigcup_{j} t_{j}$ but such that they differ in at least one element. Without loss of generality assume that there exists $r_{i} \in\left\{r_{1}, r_{2} \ldots r_{n}\right\}$ such that $\forall j, r_{i} \neq t_{j}$. By definition of elements in the universal partition then $\forall j, r_{i} \cap t_{j}=\emptyset$ and it cannot be $r_{i} \subseteq s=\bigcup_{j} t_{j}$, hence we have a contradiction. To show the second part of the proposition, let us consider an $s \in S$. By definition for each $r \in S_{\text {Base }}(s)$ we have $r \subseteq s$, hence $\bigcup_{r \in S_{\text {Base }}(s)} r \subseteq s$. Since a universal partition exists, for the first part of this proposition, there is a unique set $\left\{r_{1}, r_{2} \ldots r_{n}\right\} \in 2^{U_{s}}$ such that $s=\bigcup_{i} r_{i}$. For each $r_{i} \in\left\{r_{1}, r_{2} \ldots r_{n}\right\}$ we have $r_{i} \subseteq s$, then $r_{i} \in S_{\text {Base }}(s)$ and $s=\bigcup_{i} r_{i}=\bigcup_{r \in S_{\text {Base }}(s)} r$.
Corollary 2. The mapping $S_{\text {Base }}($.$) is an order em-$ bedding from the poset $\langle S, \subseteq\rangle$ to the poset $\left\langle 2^{U_{S}}, \subseteq\right\rangle$.
Proof. We know from Lemma 1 that $\forall s \in S, s=$ $\bigcup_{r \in S_{\text {Base }}(s)} r$. Then given $s_{1}, s_{2} \in S$ we have $s_{1} \subseteq s_{2}$ iff $\bigcup_{r \in S_{\text {Base }}\left(s_{1}\right)} r \subseteq \bigcup_{r \in S_{\text {Base }}\left(s_{2}\right)} r$. Since the elements of $U_{S}$ are a partition, $\bigcup_{r \in S_{\text {Base }}\left(s_{1}\right)} r \subseteq \bigcup_{r \in S_{\text {Base }}\left(s_{2}\right)} r$ iff $S_{\text {Base }}\left(s_{1}\right) \subseteq S_{\text {Base }}\left(s_{2}\right)$.

The following proposition is needed for the proof of the subsequent Corollary.

Proposition 13 If $S$ is a class of sets with a setcontainment relation and a universal partition $U_{S}$, then $\forall s \in S^{\cap \cup}$ there exists a set $\left\{r_{1}, r_{2} \ldots r_{n}\right\} \in 2^{U_{s}}$ such that $s=\bigcup_{i} r_{i}$.

Proof. Let us consider $s \in S^{n \cup}$. If $s \in S$, the thesis is true by hypothesis. Otherwise, $s$ is generated by the application of rule 2 given in Definition 4.3 (p.232). To show the thesis we proceed by induction on the number of applications of rule 2. If rule 2 is applied 0 times, then $s \in S$, hence the thesis is true. Assume $s$ is generated by $N$ applications of rule 2 to distinct couples of distinct elements. Then we have $s=s_{1} \cup s_{2}$ or $s=s_{1} \cap s_{2}$ with $s_{1}, s_{2} \in S^{\cap \cup}$ and $s_{1}$ and $s_{2}$ are generated respectively by $N_{1}$ and $N_{2}$ applications of rule 2, with $N_{1}<N$ and $N_{2}<N$. By inductive hypothesis we have $s_{1}=\bigcup_{i} r_{1 i}$ and $s_{2}=\bigcup_{h} r_{2 h}$, with $r_{1 i} \in U_{S}, \forall i$ and $r_{2 h} \in U_{S}, \forall h$. If $s=s_{1} \cup s_{2}$ then we have $s=\left(\bigcup_{i} r_{1 i}\right) \cup\left(\bigcup_{h} r_{2 h}\right)$, hence the thesis is trivially true. If $s=s_{1} \cap s_{2}$ then we have $s=\left(\bigcup_{i} r_{1 i}\right) \cap$ $\left(\bigcup_{h} r_{2 h}\right)$. Applying the distributive property we have $s=\bigcup_{i, h}\left(r_{1 i} \cap r_{2 h}\right)$. Since for every $r_{a}, r_{b} \in U_{S}$ we have $r_{a} \cap r_{b}=\emptyset$ if $r_{a} \neq r_{b}$, the former equality gives the thesis.
Corollary 3. Let $S$ be a class of sets with a setcontainment relation and a universal partition $U_{S}$. Then $U_{S}$ is a universal partition of $S^{\cap \cup}$.

Proof. It follows trivially from Proposition 13.
Corollary 4. Let $S$ be a class of sets with a set containment relation and a universal partition $U_{S}$. Then $S^{\cup}=S^{\cap \cup}$.
Proof. Obviously we have $S^{\cup} \subseteq S^{\cap \cup}$. We have to show that $S^{\cap \cup} \subseteq S^{\cup}$. Since (for corollary 3) $U_{S}$ is a universal partition of $S^{\cap \cup}, \forall s \in S^{\cap \cup}$ there exists a set $\left\{r_{1}, r_{2} \ldots r_{n}\right\} \in 2^{U_{s}}$ such that $s=\bigcup_{i} r_{i}$. Since $U_{S} \subseteq S, \forall r_{i} \in\left\{r_{1}, r_{2} \ldots r_{n}\right\}$ we have $r_{i} \in S$, so $s=$ $\bigcup_{i} r_{i} \in S^{\cup}$.
Corollary 5. Let $S$ be a class of sets with a set containment relation and a universal partition $U_{S}$. The mapping $S_{\text {Base }}($.$) is an order isomorphism from the$ poset $\left\langle S^{\cap \cup}, \subseteq\right\rangle$ to the poset $\left\langle 2^{U_{s}}, \subseteq\right\rangle$.
Proof. We know from Corollary 3 that $U_{S}$ is a universal partition of $S^{\cap \cup}$, hence, by Corollary 2, mapping $S_{\text {Base }}$ (.) is an order embedding from poset $\left\langle S^{\cap \cup}, \subseteq\right\rangle$ to poset $\left\langle 2^{U_{S}}, \subseteq\right\rangle$. We only have to show that $S_{\text {Base }}($.$) is a surjective mapping. But this is$ trivial, since for each $\left\{r_{1}, r_{2} \ldots r_{n}\right\} \subseteq U_{S}$ we have $\left\{r_{1}, r_{2} \ldots r_{n}\right\} \subseteq S^{\cap \cup}$ and $s=\bigcup_{i} r_{i} \in S^{\cap \cup}$ and, by Lemma 1 (p.232), $S_{\text {Base }}(s)=\left\{r_{1}, r_{2} \ldots r_{n}\right\}$.
Theorem 4.2. Let $S$ be a class of sets with a setcontainment relation and a universal partition. If $P$ is a representation of $S$ then for each $s \in S$ we have:

$$
\begin{aligned}
\operatorname{Rep}(s) & =\operatorname{lub}\left(\left\{y \mid y=\operatorname{Rep}(r) \text { and } r \in S_{\text {Base }}(s)\right\}\right) \\
& =\operatorname{lub}\left(P_{\text {Base }}(\operatorname{Rep}(s))\right)
\end{aligned}
$$

Proof. Since $S$ has a universal partition, we know, from Lemma 1 , that $\forall s \in S, s=\bigcup_{r \in S_{\text {Base }}(s)} r$. For every $r \in S_{\text {Base }}(s)$ it is $r \subseteq s$, so $\operatorname{Rep}(r) \leq \operatorname{Rep}(s)$ since $P$ is a representation. Consider now an $x \in$ $P$ such that for every $r \in S_{\text {Base }}(s), \operatorname{Rep}(r) \leq x$. We have $r \subseteq \operatorname{Rep}^{-1}(x)$ for every $r \in S_{\text {Base }}(s)$, so $s=\left(\bigcup_{r \in S_{\text {Basc }}(s)} r\right) \subseteq \operatorname{Rep}^{-1}(x)$. But since $P$ is a representation we have $\operatorname{Rep}(s) \leq x$, hence the first equality in the thesis is proved. To show the second one we simply observe that Definition 4.9 implies $P_{\text {Base }}(\operatorname{Rep}(s))=\left\{y \mid y=\operatorname{Rep}(r)\right.$ and $\left.r \in S_{\text {Base }}(s)\right\}$ for any $s \in S$

The following Proposition is used in the proof of the subsequent Corollary and in the companion paper [9] to manage easily universal partitions on posets.

Proposition 14 Let. S be a class of sets with a setcontainment relation and let $P$ be a representation of $S$. For each $p \in P$ we have $P_{\text {Base }}(p)=B_{P} \cap \downarrow p$.

Proof. By definition we have $P_{\text {Base }}(p) \subseteq B_{P}$. Also, $\forall x \in P_{\text {Base }}(p)$ there exists $r \in S_{\text {Base }}\left(\operatorname{Rep}^{-1}(p)\right)$ such that $x=\operatorname{Rep}(r)$. Since $P$ is a representation of $S, \operatorname{Rep}^{-1}(x) \subseteq \operatorname{Rep}^{-1}(p)$ implies $x \leq p$. Conversely, let us consider $x \in B_{P} \cap \downarrow p$. Since $x \leq p$ we have $\operatorname{Rep}^{-1}(x) \subseteq \operatorname{Rep}^{-1}(p)$. Also, $x \in B_{P}$ implies $\operatorname{Rep}^{-1}(x) \in B_{S}$, hence $\operatorname{Rep}^{-1}(x) \in S_{\text {Base }}\left(\operatorname{Rep}^{-1}(p)\right)$ so we have $x \in P_{\text {Base }}(p)$.

Corollary 6. The mapping $P_{\text {Base }}($.$) from the poset$ $\langle P, \leq\rangle$ to the poset $\left\langle 2^{B_{P}}, \subseteq\right\rangle$ is order preserving. Moreover if $B_{P}$ is a universal partition, $P_{\text {Base }}($.$) is an order$ embedding.
Proof. The fact that $P_{\text {Base }}($.$) is order preserving$ follows from Proposition 14 and from the well known fact that $p_{1} \leq p_{2}$ implies $\downarrow p_{1} \subseteq \downarrow p_{2}$, which in turn implies $B_{P} \cap \downarrow p_{1} \subseteq B_{P} \cap \downarrow p_{2}$. To show the second part of the thesis (when $B_{P}$ is a universal partition) let us consider $Q_{1}, Q_{2} \in B_{P}$ such that $Q_{1}=P_{\text {Base }}\left(p_{1}\right)$, $Q_{2}=P_{\text {Base }}\left(p_{2}\right)$ and $Q_{1} \subseteq Q_{2}$, with $p_{1}, p_{2} \in P$. For each $q \in Q_{1}$ we have $q \leq p_{1}$ and since $q \in Q_{2}$ we also have $q \leq p_{2}$. But for Theorem 4.2 we have $p_{1}=$ $\operatorname{lub}\left(Q_{1}\right)$ hence $p_{1} \leq p_{2}$
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#### Abstract

The asynchronous processors attack clock-related timing problems by asynchronous (or self-timed) design techniques. Asynchronous processors remove the internal clock. Instead of a single central clock that keeps the chip's functional units in step, all parts of an asynchronous processor (e.g., the arithmetic units, the branch units, etc.) work at their own pace, negotiating with each other whenever data needs to be passed between them. In this paper, several projects are presented, two of these - the Superscalar Asynchronous Low-Power Processor (SCALP) and AMULET - are presented in more detail.


## 1 Introduction

Conventional synchronous architectures are based on global clocking whereby global synchronization signals control the rate at which different elements operate. For example, all functional units operate in lockstep under the control of a central clock [16].

With progress of time and improvement of technology, clocks get faster, the chips have higher circuit density and the wires get finer. As a result, it becomes increasingly difficult to ensure that all parts of the processor are ticking along in step with each other. Even though the electrical clock pulses are travelling at a substantial fraction of the speed of light, the delays in getting from one side of a small piece of silicon to the other can be enough to throw the chip's operation out of synchronization. Even if the clock were injected optically to avoid the wire delays, the signals issued as a result of the clock would still have to propagate along wires in time for the next clock pulse, and a similar problem would remain. For example, the 1997 National Technology Roadmap for Semiconductors [23] forecasts that CMOS technology will reach a point where the switching delay for a single gate will be close to 10 ps while a single chip area will be nearly $7.5 \mathrm{~cm}^{2}$. It will take 30 clock cycles for the electric signal to cross such a chip. Moreover, the interchip clock skew already represents a major problem.

The clock-related timing problems have been recently attacked by asynchronous (or self-timed) design techniques. These asynchronous processors do away with the idea of having a single central clock keeping
the chip's functional units in step. Instead, each module of the processor - for example, the arithmetic units, the branch units, etc. - all work at their own pace, negotiating with each other whenever data needs to be passed between them. The communication protocol synchronizes the modules involved in the communication and allows data to be shared between them.

Without a global clock, asynchronous systems enjoy [19]:

- Data-dependent cycle time rather than worst case cycle time: The conventionally clocked chip has to be slowed down so that the most sluggish function does not get left behind. To deal with this problem one can either use some extra circuitry to try to speed up these slow special cases, or alternatively just accept it and slow everything down to take account of the lowest common denominator. Either way the result is that resources are wasted or the chip's speed is determined by an instruction that may hardly ever be executed. In the asynchronous approach the chip only becomes more sluggish when a tricky operation is encountered.
- Potential for low power consumption: The conventional processors are becoming increasingly power consuming. For example, DEC's Alpha and the IBM/Motorola PowerPC 620 emit around 20 W to 30 W in normal operation. If we were to continue to use 5 V supplies, we could expect by the end of 1999 a 0.1 micron processor dissipating 2 kW . Reducing the supply to 3 V (or 2 V ) would only reduce the power dissipation to 660 W


Figure 1: A simple pipeline (a) synchronous (b) asynchronous
(or 330 W ). One of the reasons is that many of the logic gates switch their states simply because they are being driven by the clock, and not because they are doing any useful work. Removing the clock in asynchronous processors also removes the unnecessary power consumption as CMOS gates only dissipate energy when they are switching.

- Ease of modular composition, i.e., circuits can be assembled as plug-and-play.
- Optimization of frequent operations while rare operations can spend more time.
- No need for clock alignment at the interfaces.
- Timing fault-tolerance.

There are also several shortcomings to the asynchronous approach:

- clock-based computers are easier to build than asynchronous;
- it is easier to verify a synchronous design due to its deterministic operation (by comparison, verifying an asynchronous design, with each part working at its own pace, is difficult).


## 2 Asynchronous Logic

Virtually all digital design today is based on a synchronous approach whereby each subsystem is a
clocked finite state machine that changes its states on the edges of a regular global clock. Such a system behaves in a discrete and deterministic way, provided the delays are managed so that the flip-flop setup and hold times are met under all conditions.

As a contrast, in asynchronous design, there is no clock to govern the timing of state changes. Subsystems exchange information at mutually negotiated times with no external timing regulation. An asynchronous pipeline, such as micropipelines [18], manages the flow of data according to the state of the next and previous pipeline stages. In a synchronous pipeline, if a stage is late in completing operation of the combinatorial circuit, the entire pipeline delayed by an amount of time equal to the clock period. For an asynchronous pipeline, however, if a stage is late by an duration $\omega$, the entire pipeline is delayed just by $\omega$. Also in contrast to synchronous pipelines, an asynchronous pipeline controller only judges the state of adjoining stages. Therefore decentralized control is possible [19].

Figure la shows the structure of a synchronous pipeline with latches and combinational logic blocks. All latches are controlled by a single global clock signal and operate simultaneously.

An asynchronous implementation of the pipeline is shown in Fig. 1b. The latches and the combinational logic block are the same as in the synchronous pipeline. The timing, however, is controlled differently. Each latch has an associated latch control circuit (LCC)
which opens and closes the latch in response to request signals from the previous stage and acknowledge signals from the following stage. There are a few key features which describe most current approaches:

- Delay-insensitive vs speed-independent design: Delay-insensitive designs make no assumptions about delays within the system. That is, any gate or interconnection may take an arbitrary time to propagate a signal. Speed-independent systems are tolerable to variations in gate speeds but assume instantaneous transmissions along wires.
- Dual-rail encoding vs data bundling communication protocol: In dual rail encoded data, each Boolean is implemented as two wires. This allows the value and the timing information to be communicated for each data bit. Bundled data, on the other hand, has one wire for each data bit and a separate wire to indicate the timing.
- Level vs transition encoding: Level-sensitive circuits typically represent a logic one by a high voltage and a logic zero by a low voltage. In transition signaling, only changes in the level of signals are taken into account.

Delay-insensitive circuits with dual-rail communication and encoding with transition signaling proved to be ideal for automatic transformation into a silicon layout, as the delays introduced by the layout compiler cannot affect the functionality. The most popular form in recent years has been dual-rail encoding with levelsensitive signaling. Delay insensitivity is achieved at the cost of more power dissipation than with transition signaling. The advantage of this approach over transition signaling is that the logic processing elements can be much simpler. A well-known form of delay-insensitive circuit with bundled data communication and encoding with transition signaling is the micropipelined approach, which was proposed in [18] and adopted in the AMULET project (see below).

## 3 Microprocessors

A number of asynchronous microprocessors have been proposed or built recently. The processors described can be divided broadly into two categories:

- Those that were built using a conservative timing model, suitable for formal synthesis or verification, but with a simple architecture. Among these are CAP, TITAC, ST-RISC, ARISC, and ASPRO-216.
- Those that were built with a less cautious timing model using an informal design approach, but with a more ambitious architecture. These include the AMULET processors, NSR, Fred, CPP, Hades, ECSTAC, STRiP, and SCALP.

Table 3 summarizes these characteristics.
Let us describe the architecture and the asynchronous design of asynchronous superscalar processors SCALP and AMULET and, only briefly, some other projects [7, 22].

### 3.1 Superscalar Asynchronous Low-Power Processor

The first asynchronous superscalar processor was designed in 1996 at the University of Manchester [7]. The processor was named SCALP, for Superscalar Asynchronous Low-Power Processor. SCALP's main architectural innovation is its lack of a global register file and its result forwarding network. Most SCALP instructions do not specify the source of their operands and destination of their results by means of register numbers. Instead, the idea of explicit forwarding was introduced whereby each instruction specifies the destination of its result. That destination is the input to another functional unit consuming the value. Instructions do not specify the source of their operands at all; they implicitly use the values provided for them by the preceding instructions.
Figure 2 shows the organization of the SCALP processor. SCALP does have a register file; it constitutes one of the functional units. It is accessed only by read and write instructions which transfer data to and from other functional units by means of the explicit forwarding mechanism. Several instructions are fetched from memory at a time. Each instruction has a functional unit identifier, which is a small number of easily decoded bits that indicate which functional unit will execute the instruction. The instructions are statically allocated to functional units. If there is more than one functional unit capable of executing a particular instruction, one must be chosen by the compiler. This simplifies the instruction issuer and is essential to the explicit forwarding mechanism. The instruction issuer is responsible for distributing the instructions to the various functional units on the basis of the functional unit identifier. Each functional unit has a number of input queues: one for instructions and one for each of its possible operands. An instruction begins execution once it and all of its necessary operands have arrived at the functional unit. The functional unit sends the result, along with the destination address, to the result-routing network. This places the result into the appropriate input queue of another functional unit.

There are some similarities between the SCALP approach and dataflow computing. In particular, it is possible to describe SCALP programs by means of dataflow graphs. Nevertheless, the flow of control in SCALP is determined by a conventional control-flow mechanism, not a dataflow mechanism.

| Processor | Design Style | ISA | Organization |
| :---: | :---: | :---: | :---: |
| CAP | 4-phase, dual-rail delay-insensitive | own 16-bit RISC-like | fetch-execute pipeline |
| FAM | 4-phase, dual-rail delay-insensitive | own RISC-like | pipelined |
| STRiP | variable clock synchronous | MIPS-X | pipelined forwarding |
| ST-RISC | dual-rail delay-insensitive | own | fetch-execute pipeline |
| NSR | 2-phase bundled data | own 16-bit RISC-like | pipelined <br> no forwarding <br> decoupled branch \& load/store |
| CFPP | 2-phase bundled data | SPARC | pipelined <br> multiple execution stages <br> single issue <br> result pipeline <br> forwarding using counter-flow |
| AMULET1 | 2-phase bundled data | ARM | pipelined no forwarding |
| TITAC-1 | 2-phase, dual-rail quasi delay-insensitive | own 8-bit | nonpipelined |
| Fred | 2-phase bundled data | based on MC 88100 | pipelined <br> multiple functional units <br> single issue <br> no forwarding <br> decoupled branch \& load/store |
| Hades | unspecified | own | pipelined <br> multiple functional units <br> multiple issue <br> forwarding |
| ECSTAC | fundamental mode | own variable length | pipelined no forwarding |
| AMULET2e | 4-phase bundled data | ARM | pipelined forwarding |
| SCALP | 4-phase bundled data | own | pipelined multiple functional units multiple issue explicit forwarding |
| TITAC-2 | 2-phase, dual-rail scalable delay-insensitive | own 32-bit | pipelined multiple functional units |
| AMULET3i | 4-phase bundled data | ARM | pipelined <br> branch prediction out-of-order completion unrestricted forwarding |
| ARISC | 4-phase bundled data | MIPS-II, MIPS16 | pipelined <br> multiple functional units |
| ASPRO-216 | 4-phase, multi-rail quasi delay-insensitive | own 16-bit | pipelined out-of-order completion |

Table 1: Recent asynchronous microprocessors


Figure 2: SCALP overall organization

### 3.2 AMULET

At the University of Manchester, several asynchronous processors called AMULET1, AMULET2, and AMULET3 were implemented $[8,9,10,20]$.

AMULET1 was the first asynchronous implementation of a commercially important instruction set architecture (ARM's instruction set architecture version 3 used in the ARM6 processor) [8], and appeared in early 1993 (see Fig. 3). It was designed using a 2-phase bundled data design style, with a 5 -stage pipeline and no result forwarding. An interlocking was used to stall instructions at the register read stage until their operands had been written by previous instructions. After being fetched, a branch instruction had to pass through ten pipeline or FIFO stages before the target address was sent to memory. This resulted in large numbers of prefetched instructions that were discarded and a significant number of bubbles. As a result, the pipeline throughput was low. AMULET1 permitted out-of-order completion of load instructions relative to other instructions. AMULET1 was about $70 \%$ the speed of a 20 MHz ARM6 processor, but with faster simple operations (e.g., with three times faster multiplication).

In October 1996, the AMULET2 processor was designed [9], based on the ARM instruction set architecture version 4. The processor used a 4-phase bundled data design style because this was believed to have benefits in terms of speed, size, and power relative
to AMULET1. The processor had a slightly shorter pipeline than AMULET1 and employed both forwarding and branch prediction. It also incorporated limited forwarding by employing a last-result register at the output of the ALU, and forwarding mechanisms to use the result of a load instruction in a following instruction. A more sophisticated register-interlocking mechanism was used to remove write-after-write hazards. The AMULET2e chip consisted of 454000 transistors including a 4 kbyte fully associative cache. The synchronous equivalent ARM810 used almost twice as many transistors, but also an 8 kbyte cache. With its 40 MIPS, the AMULET2 was 3.2 times faster than AMULET1, and with half the performance of a 75 MHz ARM810.

The next in the AMULET line, AMULET3, is expected to be a commercial product in 1999 [10]. It is expected that the key feature of this microprocessor will be a reorder buffer capable of solving the problems of result forwarding and exception handling in an asynchronous pipeline. This will allow a high degree of flexibility in operation, such as out-of-order completion, whilst avoiding read-after-write hazards (by stalling until the relevant value appears) and write-after-write hazards (averted by the reorder buffer).

### 3.3 Caltech Asynchronous Processor

The Caltech Asynchronous Processor (CAP) [11] was built in the late 1980s at California Institute of Tech-


Figure 3: The AMULET1 organization
nology. The circuit design was delay-insensitive with dual-rail encoded communication. The processor featured a RISC-like load/store instruction set with 16 registers. A number of concurrent processes were responsible for instruction fetch, operand read, ALU operate, etc. The processor was implemented in a $1.6 \mathrm{mi}-$ cron CMOS process, and operated at 18 MIPS at room temperate and 5 V . The circuit continued to function at very low supply voltages, with optimum energy per operation at around 2 V . It was also tested in liquid nitrogen at 77 K when its performance reached 30 MIPS . More recently, GaAs version of CAP has been implemented [21].

### 3.4 Fully Asynchronous Microprocessor

The 32-bit Fully Asynchronous Microprocessor (FAM) [3] developed in the early 1990s at the Korean Institute of Science and Technology and the Tokyo Institute of Technology, was a dual-rail asynchronous processor with a RISC-like load/store instruction set. It had a 4-stage pipeline but register read, ALU, and register write occurred in a single stage eliminating the need for any forwarding. FAM, like CAP, is experimental.

### 3.5 Self-Timed RISC Processor

A Self-Timed RISC Processor (STRiP) [5] was built at Stanford University. Its instruction set was that of
the MIPS-X processor. STRiP is included here even though it has a global clock signal and could be considered synchronous. It is unusual in that the speed of the global clock is dynamically variable in response to the instructions being executed, giving much of the advantage of an asynchronous system. The performance of STRiP was typically twice that of an equivalent synchronous processor. By maintaining global synchrony STRiP was able to implement forwarding in the same simple way as synchronous processors. For a 2 micron technology, the designers reported a 63 MHz effective clock frequency and a 62.5 MIPS performance rating.

### 3.6 ST-RISC

ST-RISC [4] was an architecture from the Israel Institute of Technology. It was delay-insensitive with a dual-rail datapath. ST-RISC had a 2-stage pipeline (fetch and execute) and a 3 -address-register-based instruction set.

### 3.7 Nonsynchronous RISC

The Nonsynchronous RISC (NSR) processor [1] was built using FPGA technology at the University of Utah in 1993. It was implemented using a 2 -phase bundled data protocol. NSR was a pipelined processor with pipeline stages separated by FIFO queues. The idea of the FIFO queues is that they decouple the pipeline stages so that an instruction that spends a long time in
one stage need not hold up any following instructions. The disadvantage of this approach is that the latency of the queues themselves is significant and, because of the dependencies within a processor pipeline, the increase in overall latency is detrimental. NSR used a locking mechanism to stall instructions that need operands produced by previous instructions. There was no forwarding mechanism. NSR had a 16 -bit datapath and 16 -bit instructions. The instructions included three 4 -bit register specifiers and a 4 -bit opcode. Some aspects of its instruction set were specialized for the asynchronous implementation: branch, load, and store instructions made the FIFOs that interconnected the functional units visible to the programmer. Conditional branch instructions were decoupled from the ALU that executed comparison instructions by a Boolean FIFO. Computed branch instructions also used a FIFO to store computed branch addresses. Load instructions had two parts. One instruction specifies a load address. A subsequent instruction used the load result by reading from a special register $r 1$. There could be an arbitrary separation between the two instructions, and it was possible to have several load operations outstanding at one time. Store instructions worked similarly by writing the store data to r 1 .

### 3.8 Counterflow Pipeline Processor

The Counterflow Pipeline Processor (CFPP) [17], developed in 1994 at Sun Microsystems, was based on extensions of the techniques proposed in [18]. The CFPP executed SPARC instructions. Its novel contribution was the result forwarding in an asynchronous pipeline. CFPP had two pipelines. In one pipeline, instructions flowed upwards; in the other results flowed downwards. As instructions flowed upwards they watched out for results of previous instructions that they had to use as operands flowing downwards. If they spotted any such operands, they captured them; otherwise, they eventually received a value that flowed down from the register file which was at the top of the pipelines. When an instruction obtained all of its operands it continued to flow upwards until it found a pipeline stage where it could compute the result. Once computed, the result was injected into the result pipeline for use by any following dependent instructions and was also carried forward in the instruction pipeline to be written into the register file. The counterflow pipeline neatly solved the problem of result forwarding. This particular CFPP was not fabricated.

### 3.9 TITAC

TITAC-1 [13] was a simple 8-bit asynchronous processor built at the Tokyo Institute of Technology. It was based on the quasi delay-insensitive (QDI) tim-
ing model (where additional assumptions are introduced into the delay-insensitive model) and so had to use dual-rail encoding communication. This resulted in about twice as many gates in the datapath compared to an equivalent synchronous datapath. Architecturally, TITAC-1 was very straightforward with no pipelining and a simple accumulator-based instruction set.

In 1997, a 32-bit asynchronous microprocessor TITAC-2 [19] was built whose instruction set architecture was based on the MIPS R2000. It uses a scalable delay-insensitive (SDI) model, which unlike the QDI model, assumes that the relative delay ratio between any two components is bounded. SDI circuits can run faster than equivalent QDI ones. The measured performance of TITAC-2 was 52.3 MIPS using the Dhrystone benchmark.

### 3.10 Fred

Fred [15] is a development of NSR and also built at the University of Utah. Like NSR, Fred is implemented using 2-phase data bundling. It is modeled using VHDL. Fred extends the NSR to have a 32-bit datapath and 32-bit instructions, based on the Motorola 88100 instruction set. Fred has multiple functional units. Instructions from the functional units can complete out of order. However, the instruction issuer can only issue one instruction at a time, and the register file is only able to provide operands for one instruction at a time. This allows for a relatively straightforward instruction issue and a precise exception mechanism, but limits the attainable level of parallelism. There is no forwarding mechanism; instructions are stalled at the instruction issuer until their operands have been written to the register file. There is no out-of-order issue. Like the NSR, Fred uses programmer-visible FIFO queues to implement decoupled load/store and branch instructions. This arrangement has the possibility of deadlock if the program tries to read from an empty queue or write to a full one. Fred chooses to detect this condition at the instruction issuer and generate an exception.

### 3.11 Hades

Hades [6] is a proposed superscalar asynchronous processor from the University of Hertfordshire. It is in many ways similar to a conventional synchronous superscalar processor; it has a global register file, forwarding, and a complex (though in-order) instruction issue. Its forwarding mechanism uses a scoreboard to keep track of which result is available and from where.

### 3.12 ECSTAC

ECSTAC [12] is an asynchronous microprocessor designed at the University of Adelaide. ECSTAC is im-
plemented using fundamental mode control circuits. It is deeply pipelined with a complex variable-length instruction format. It has 8 -bit registers and ALU. The variable-length instructions and the mismatch between the address size and the datapath width made the design more complex and slower. There is no forwarding mechanism within the datapath, and a register interlocking scheme is used to stall instructions until their operands are available.

### 3.13 ARISC

A joint project between the Technical University of Denmark and LSI Logic Denmark resulted in ARISC [2], which is an asyncronous re-implementation of the LSI Logic's TinyRISC TR4101 embedded microprocessor. Four-phase bundled data protocol is used throughout the entire design in combination with a normally opaque latch controller. All logic is implemented using static logic standard cells. In 0.35 micron CMOS technology ARISC performance is 74 MIPS (with power efficiency 635 MIPS/W), while the performance of the 83 MHz TR4101 is 48 MIPS (539 MIPS/W).

### 3.14 ASPRO-216

ASPRO [14] is a CMOS standard-cell QDI microprocessor which is being developed at the ENST Bretagne and CNET Grenoble. It is based on a simple RISC architecture with 16 general purpose registers. ASPRO-216 is a scalar processor, which extensively uses an overlapping pipelined execution scheme involving asynchronous units. The processor issues instructions in order and may complete their execution out of order. In 0.25 micron technology the expected peak performance is 200 MIPS with 0.5 W power dissipation.

## 4 Conclusions

Power consumption in VLSI chips may be a significant issue for two reasons. First, to optimize battery life, portable equipment such as lap-top computers and mobile telephones demand low power consumption. Second, high performance processors now dissipate enough power to make chip cooling a problem in an office environment. Thus, it has been predicted that asynchronous techniques will find their way into certain niches, in particular, embedded applications where the work required is extremely burstintensive or where power-saving requirements make the approach attractive. Clocked chips with some asynchronous parts may also be expected. The asynchronous processor paradigm has the potential to solve the clocking problems in large processor chips. As a
result, several universities and microprocessor manufacturers are actively investigating new asynchronous processor architectures.
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Simulation is being widely used as modelling and analysis tool in various application areas such as manufacturing, traffic, defence or health. Such popularity of simulation has resulted in a large number of simulation software tools available on the market. This paper presents and compares the results of surveys on the use of discrete-event simulation software conducted in 1992 and in 1997. Findings of the survey indicate which types of simulation software are primarily being used, users' opinion about positive and negative software features and possible ways of improving simulation software.

## 1 Introduction

Many companies are facing pressures to improve efficiency and reduce operating costs due to increasing competition. Simulation is a valuable tool that enables organisations to investigate possible strategies for performance improvement. It is widely used in various application areas, and as a result of this, there is a plethora of simulation packages available on the software market.

This paper presents the results of surveys on the use of discrete-event simulation software, which were conducted in 1992 and in 1997. These surveys have been carried out mainly to discover how the users are satisfied with the simulation software they use and how this software can be further improved. Although the same questionnaire was distributed to survey participants in both surveys, and similar number of questionnaires were completed and returned, it was not possible to have the same survey sample for both surveys. Survey conducted in 1992 included regular simulation users in educational institutions and industry around Europe, whilst participants in 1997 survey included members of the Simulation Study Group of the Operational Research Society of Great Britain both from academic and industrial institutions. Findings of the surveys indicate which types of simulation software are primarily being used common positive and negative features of simulation packages, and users' recommendations for further improvement of simulation software.

The paper is structured as follows. Following a brief review of previous simulation software surveys and their main findings, a survey conducted in this research is described. Results obtained from both sur-
veys are presented and compared. Conclusions outline the main findings of this research.

## 2 User Surveys On Simulation Software

Several publications related to the users' surveys are found in simulation literature. A dated survey carried out by Kleine ( $1970 ; 1971$ ), has examined users' views of eleven discrete simulation languages. The results of this survey showed that it was difficult to interpret the results mainly because a limited number of respondents were proficient in more than one language. In addition, the expertise of some respondents was difficult to specify.

Christy and Watson (1983) have used a survey of non-academic users to explore issues such as the functional area that use simulation, the method of selecting simulation software, the popularity of various software tool for simulation applications etc. This analysis has revealed that, that of the total applications of simulation, 59Concerning the simulation software, the results showed that generally there is a reluctance to implement and learn new programming languages for simulation applications.

Kirkpatrick and Bell (1989) have used a survey approach to investigate the issues related to visual interactive simulation in industry. These issues included the types of problems being addressed, reasons for using visual interactive modelling, and the ways in which this type of modelling affects problem solving. The results have revealed that although the some of the
participants are aware of the significant set-up costs and need for learning new software and new methodology, most of them have agreed that visual interactive modelling provides enhanced interaction with decision maker, more useful and easier-to-understand models, and better decisions.

Van Breedam (1990) have conducted a survey in order to evaluate several simulation software tools. They have distributed a questionnaire to experienced users of simulation, who were asked to rate a sample of simulation packages on the various criteria. On the basis of received answers, they have classified the software evaluated into clusters according to the main software features.

MacKulak and Savory (1994) undertook a survey in order to ascertain important features of industrial simulation environments. The results of the survey revealed that some of the most important software features specified by survey participants were consistent and friendly user interface, database storage capability for input data and a troubleshooting section in a documentation.

A comprehensive research on simulation software is published in Simulation News Europe 1998). This research relates to comparisons of simulation software and simulation techniques, where about 65 simulation tools were compared using various examples. Despite being so comprehensive, this research does not include a survey where simulation software users would specify their preferences and opinions about such software.

An analysis of the above presented surveys reveals that although a majority of the survey studies investigate various issues related to simulation software, none of them examine users' opinions about possible ways to further improve simulation and to reduce some of the inherent problems associated with developing computer simulation models.

## 3 Users' Surveys in 1992 and 1997

### 3.1 Purpose of the Survey

The main purpose of the survey was to investigate the users' requirements of discrete-event simulation software and users' opinion about possible ways of improving current simulation software tools and better satisfying their needs.

The questionnaire distributed to the participants in both surveys consisted of nine questions dealing with the type of discrete-event simulation software used (1), the specification of particular packages used (such as WITNESS, SIMFACTORY II.5, SIMAN/CINEMA, ProModelPC, XCELL+, INSTRATA or other) (2), the purpose of use of simulation (3), general opinion about each software used (4) and the application areas of
simulation (5). Other questions include estimation of how successful the simulation studies carried out were from the point of view of the software used (6). In particular, users had to appraise whether substantial approximations had to be made due to limitations of software, or whether all desirable features of the systems under consideration could be modelled. The participants were also asked to list the main weaknesses and limitations of software used (7), as well as the most important positive features included in software used (8). Finally, they were requested to specify the most important features that should be included in the existing simulation packages that were to their knowledge not yet provided (9). Majority of the questions regarding the opinion about the software and possible ways of its improvement (questions $4,6,7,8$ and 9 ) were open-ended instead of providing several alternatives to select from. It was believed that this approach would avoid any suggestions to the participants and give better and unprejudiced response.

### 3.2 Survey Samples

The 1992 survey sample included participants from both educational institutions and industrial companies around Europe, for whom it was known or believed to be regular users of simulation. A response rate was about $35 \%$ out of 120 distributed questionnaires. The ratio of responses from universities and responses from industry is about $70 \%$ to $30 \%$, although an approximately equal number of the questionnaires were distributed to each group of users.

The 1997 survey sample includes members of the Simulation Study Group (special interest group) of the Operational Research Society of Great Britain, both from industry and academic institutions. It was believed that survey participants were actively involved in simulation (the results of the survey have confirmed that assumption) and /or had a substantial interest in simulation. A number of academics from universities across Great Britain have participated in the survey as well as participants from the industry working for various manufacturing, service, consulting and research companies. A response rate was about $25 \%$ out of 220 distributed questionnaires. The ratio of responses from universities and responses from industry is about $66 \%$ to $33 \%$ (similar to 1992 survey), although again an approximately equal number of the questionnaires was distributed to each group of users.

Both survey samples were not selected by any formal statistical method. The participants, for whom it was known or believed to be regular users of simulation, were selected deliberately. On the other hand, in both surveys not only the response rate was significantly higher from the users from universities, in average each response from academic participants provided more information then the response from the users in industry.

All these facts might raise the question of statistical significance of obtained results. However, it is believed that intentional selection of survey participants in both surveys experienced in simulation enhances the importance and representativeness of results.

## 4 Findings Of Surveys

In 1992 survey, a majority of the users used only simulators ( $56.5 \%$ ), $38.4 \%$ used both simulators and simulation languages, and $5.1 \%$ used only simulation languages (simulators are usually data driven packages that require little or no programming, whilst simulation languages require bespoke programming for model development). An analysis of the number of simulation software tools used reveals that a majority ( 64. $1 \%$ ) of the users used only one software tool, but the other $35.9 \%$ of users use more than one software, up to six different software packages. Regarding the purpose of simulation, $38.5 \%$ of participants used simulation only for modelling real systems, $7.7 \%$ used simulation only for education, whilst the majority of $53.8 \%$ used simulation both for modelling real systems.

In 1997 survey, $74 \%$ of the users used simulators, and at the same time $48 \%$ used simulation languages as well. Analysis of the specification of simulation software tools used reveals that about one third of the users use only one software tool, another third use two software tools, and the rest use between three and seven different software tools. With regard to the purpose of simulation, $81.5 \%$ of participants use simulation for modelling real systems, $66.6 \%$ use simulation for education ( $51.8 \%$ of the users use simulation both for modelling real systems and education), $7.4 \%$ of participants use simulation for research and $3.7 \%$ use simulation for consulting work. Table 1 summarises the results related to the number of simulation packages used for both surveys.

Tables 1 to 5 present the results of 1992 and 1997 surveys. Items in rows were grouped according to percentages of users that specified certain software features. Each percentage is calculated as a proportion of $100 \%$, and the rules of arithmetic cannot be applied to all percentages in a certain column.

Common elements from the responses regarding the general opinion about the software used are summarised in table 2, together with the percentage of users that have specified a certain software feature in each survey.

With regard to the types of systems being modelled, $35.9 \%$ of users in 1992 survey used simulation to model only manufacturing systems, $41 \%$ were involved in modelling both manufacturing and other types of systems, whilst $23.1 \%$ modelled only other types of systems such as chemical processing, health or traffic. In 1997 survey, manufacturing is also dominant application area of simulation ( $66.6 \%$ ). Other appli-
cation areas include, for example, health, communication systems, service industry, oil terminals and traffic modelling.

When being asked about the success of modelling, $30.8 \%$ of participants in 1992 survey declared that they have been able to model desirable features of the systems being modelled, $38.4 \%$ have managed to model most of the features, whilst $30.8 \%$ had problems. In 1997 survey, $51.9 \%$ of participants declared that they have been able to model desirable features of the systems being modelled, whilst $48.1 \%$ had problems in modelling due to the software limitations and inflexibility.
Table 3 summarises the responses obtained in both surveys regarding the main limitations and weaknesses of the software used including the percentages of the certain responses, whilst table 4 summarises the responses related to the most important positive features of software used.
Finally, a summary of the features that users in both surveys would like to be incorporated in the simulation software that could improve the software they use is presented in Table 5.

## 5 An Analysis Of Surveys' Results

The above presented results of the survey reveal some interesting trends in the use of simulation software. In both surveys, a majority of participants used simulators rather than simulation languages. Over third participants in 1992 survey and almost half participants in 1997 survey used both simulators and simulation languages. The reason for a high percentage of participants using both simulators and simulation languages in both surveys might be the fact that about $36 \%$ of users in 1992 survey and two thirds of participants in 1997 survey use more than one simulation package (up to seven different packages). These results indicate the trend of using several simulation packages rather than only one package, which probably cannot be suitable for all applications.
In both surveys, many survey participants are combining education, research and real life projects, and these are usually academics that have probably obtained most of these software tools with an educational discount. On the other hand, users employed in industry tend to use more flexible simulation and general purpose languages, have less tools at disposal and they usually have to pay a full price of the package.

With regard to the purpose of simulation, it is interesting that in 1992 survey $38.5 \%$ survey participants used simulation only for modelling real systems, whilst in 1997 survey over $80 \%$ of participants used simulation for modelling real systems. This could indicate that many of academic participants in the surveys are

| Number of Simulation <br> Packages Used | Percentage of Users <br> 1992 Survey | Percentage of Users <br> 1997 Survey |
| :--- | :--- | :--- |
| 1 | 64.1 | 37 |
| 2 | 11.1 | 29.6 |
| 3 | 5.0 | 11.1 |
| 4 | 13.7 | 7.4 |
| 5 | 2.1 | 7.4 |
| 6 | 4.0 | 3.7 |
| 7 | 0 | 3.7 |

Table 1: The number of simulation packages used by surveys participants
increasingly involved in research and working on real life projects (as they represent a majority of survey participants in both surveys).
A general opinion about the software used shows that the main objection by the users in both surveys is that software is too limited for complex problems (1992 survey) and is lacking extensive modelling facilities and flexibility (1997 survey) (although at the same time a slightly smaller percentage of users in 1997 survey indicated the opposite, i.e. that packages do provide extensive facilities and flexibility). A significant percentage of survey participants indicated that software has good graphics (1992 survey), is in general easy to use (both surveys), but difficult to learn (1997 survey).

An analysis of the application areas of simulation reveals that manufacturing is dominant in both surveys. The main software limitations for survey participants in both surveys are limited software flexibility. Participants in 1992 survey also indicated that software is too slow, whilst participants in 1997 survey complained that software is difficult to learn and expensive. Other notable problems include validation difficulties (1992 survey ), a lack of facility for output analysis (both surveys), inadequate guidance in experimentation, lack of software compatibility, problems with data input and the age of software packages (1997 survey). A complaint about the lack of flexibility is probably caused by a significant majority of both surveys' participants using simulators, which are believed to be less flexible than simulation or general purpose languages.

When positive software features are considered it is apparent that the main positive features are similar in both surveys, with slightly different order of importance. These features include the ease of model development, animation facilities and simulation modelling speed.

Desirable features that users would like included in software vary considerably within both groups of surveys participants, showing that software preferences are to a large extent matter of an individual taste and expectations. Some of the common features specified by participants in both surveys are better experimen-
tal support, facility for output analysis, better links with other packages (software compatibility) and further developments to make packages easier to learn and use. There are also various other desirable features specified by a small percentage of participants in both surveys, which is mainly a result of an openended style of questions that enabled users to express personal views and preferences. Some similarity in responses obtained in both surveys could indicate that many problems related to simulation software in 1992 still exist. .

## 6 Conclusions

The above presented results of simulation software users' surveys conducted in 1992 and in 1997 reveal to what extent the users are (were) satisfied with software and how they would like this software to be further improved. A general analysis of all results obtained shows that simulation software used by participants in these surveys is predominantly easy to use, with good visual facilities, but too limited for complex and non-standard problems, too expensive and incapable of providing adequate guidance in experimentation. A substantially dominant application area of simulation is manufacturing, although it is apparent that simulation can be used successfully in other domains such as business process modelling (Hlupic 1998). There are a variety of features that users have requested that dominantly refer to more assistance in experimental design, easier to learn and use packages and improved software compatibility. Although both surveys reveal that a major limitation specified is inadequate flexibility, only about $10 \%$ of participant in 1992 survey and $7.4 \%$ of participants in 1997 survey indicated this feature as desirable.

The results from both surveys indicate that there are significant similarities in users' responses, which could lead us to believe that many problems and limitations of simulation software indicated several years ago have not been eliminated. It is also apparent that no single package could possibly incorporate all desirable features, being at same time very easy to learn and use, inexpensive, with excellent graphical facil-
$\left.\begin{array}{|l|l||l|l|}\hline \begin{array}{l}\text { Software Features } \\ \text { 1992 Survey }\end{array} & \begin{array}{l}\text { Perc of Users } \\ \text { 1992 Survey }\end{array} & \begin{array}{l}\text { Software Features } \\ \text { 1997 Survey }\end{array} & \begin{array}{l}\text { Perc of Users } \\ \text { 1997 Survey }\end{array} \\ \hline \hline \begin{array}{l}\text { Too limited for } \\ \text { complex problems }\end{array} & 35.8 & \begin{array}{l}\text { Lack of modelling } \\ \text { facilities/flexibility }\end{array} & 37 \\ \hline \text { Good graphics } & 30.7 & \begin{array}{l}\text { Extensive modelling } \\ \text { facilities/flexibility }\end{array} & 33.3 \\ \hline \text { Slow } & 25.6 & \begin{array}{l}\text { Easy to use } \\ \text { Difficult to learn }\end{array} & 18.5 \\ \hline \begin{array}{l}\text { Easy to use } \\ \text { Generally very good }\end{array} & 17.9 & \begin{array}{l}\text { Expensive } \\ \text { Good for teaching }\end{array} & 14.8 \\ \hline \begin{array}{l}\text { Easy to learn } \\ \text { Biased to manufacturing } \\ \text { problems }\end{array} & 15.3 & \begin{array}{l}\text { Inexpensive and good value } \\ \text { Easy to learn } \\ \text { Dated } \\ \text { Good for developing models } \\ \text { of real systems }\end{array} & 11.1 \\ \hline \begin{array}{l}\text { Poor statistical support } \\ \text { User friendly }\end{array} & 17.7 & \begin{array}{l}\text { Good graphical interface } \\ \text { Models are easy to develop } \\ \text { Difficult to link to other software } \\ \text { Lack of language interface } \\ \text { Powerful tool }\end{array} & 7.4 \\ \hline \begin{array}{l}\text { Difficult to validate models } \\ \text { Inadequate experimentation } \\ \text { facilities } \\ \text { Difficult to use } \\ \text { for non standard problems }\end{array} & 15.1 & \begin{array}{l}\text { Lack of good user interface } \\ \text { Average modelling facilities }\end{array} & 3.7 \\ \text { Slow to run } \\ \text { Good speed } \\ \text { Poor logic facilities } \\ \text { Simple } \\ \text { Good automatic statistics collection } \\ \text { Lack of hierarchical/modular approach } \\ \text { Ease of animation } \\ \text { Easy to use } \\ \text { Good value for the price } \\ \text { Presentable } \\ \text { Easy to create reusable code } \\ \text { Inadequate graphic front end } \\ \text { It takes long to develop models }\end{array}\right]$

Table 2: A summary of users' general opinion about software in both surveys


Table 3: A summary of users' opinion about the main limitations of software used in both surveys


Table 4: A summary of users' opinion about the most important positive features of software used in both surveys
ity, extensive flexibility and standard features, and intelligent features for experimental design and output analysis. However, the desirable features specified by both surveys participants could be a useful indicator to software developers how to further improve simulation software by providing more flexibility achieved by less modelling efforts.
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| Desired Software Features | Perc of Users <br> 1992 Survey | Desired Software Features | Perc of Users <br> 1997 Survey |
| :--- | :--- | :--- | :--- |
| Better software compatibility <br> Link to databases <br> Link to spreadsheet <br> Link to CAD software <br> Link to statistical packages <br> Link to MRP scheduling software <br> Facility for output analysis | 17.9 | Better experimentation support | 18.5 |
| More flexibility <br> Help in experimental design | 10.8 | Further developments making <br> packages easier to <br> learn and use <br> Better links with other <br> packages <br> Better analysis of results <br> and data displays <br> Extensive standard features <br> Internal system for creating <br> user logic <br> More but easier flexibility <br> Output design and analysis <br> Iconic programming/graphical <br> model building <br> Better presentation of the model <br> on the screen and in the printout | 11.1 |

Table 5: A summary of users' opinion about the features that should be included in simulation software in both surveys (part 1)

| Desired Software Features | Perc of Users 1992 Survey | Desired Software Features | Perc of Users 1997 Survey |
| :---: | :---: | :---: | :---: |
| Better and more intelligent on line-help <br> Better experimentation facilities <br> Support of standard programming concepts | 7.7 | An intelligentinterface that would advise in number of replications, warm up period, batch size etc. <br> Virtual reality <br> Complete accuracy with <br> the physical world <br> Real-time animation <br> Access to system events Good facilities for developing own user interface (to create sub-simulators) <br> Facilities for batch running and collection of statistics <br> Better Graphical User Interface <br> Better statistical facilities <br> Extra blocks to support various application areas <br> Stand alone executable models <br> Model pre-analyser <br> Optimisation facilities <br> Time series analysis <br> Tutorial distribution fitting <br> Library of reusable models <br> Completeness check <br> Multimedia features <br> Interactive handling of parameters during execution of experiments <br> Confidence intervals Hypothesis testing Graphical display of simulation output <br> A several purpose library of facilities to extract ready-built components of simulation Ability to do IF/THEN/ELSE logic A facility to print out by one command, all the parameter values, object specifications and routings/logic within a model A cross referencing capability, that is providing ready answers to questions such as where are all references to a given attribute to be found | 3.7 |

Table 6: A summary of users' opinion about the features that should be included in simulation software in both surveys (part 2)

| Desired Software Features | Perc of Users <br> 1992 Survey | Desired Software Features | Perc of Users <br> 1997 Survey |
| :--- | :--- | :--- | :--- |
| Elimination of memory | 5.1 |  |  |
| limitations |  |  |  |
| Better documentation |  |  |  |
| Easy model editing |  |  |  |
| Dedicated systems for |  |  |  |
| more specific applications |  |  |  |
| Higher execution speed |  |  |  |
| Ability to create run-time | 2.5 |  |  |
| applications |  |  |  |
| Automatic save |  |  |  |
| More prompt to save |  |  |  |
| Hierarchical model building |  |  |  |
| Low cost of software |  |  |  |
| Easy design of on-line |  |  |  |
| reports |  |  |  |
| Availability on standard |  |  |  |
| hardware and software |  |  |  |
| systems |  |  |  |
| Improved editing facilities |  |  |  |
| Removal of unnecessary |  |  |  |
| constrains |  |  |  |
| Enhancement of fluid |  |  |  |
| processing facilities |  |  |  |
| Automatic generation of |  |  |  |
| entity cycle diagrams |  |  |  |

Table 7: A summary of users' opinion about the features that should be included in simulation software in both surveys (part 3)
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#### Abstract

An improved functionality-decomposition transformation for Basic LOTOS specifications is proposed which, given a specification of the required external behaviour (the expected service) of a system and a partitioning of the specified service actions among the system components, derives the behaviour of individual components implementing the service. There may be an arbitrary finite number of components, pairwise communicating by executing common actions and/or by exchanging messages over queues with infinite capacity.


## 1 Introduction

The top-down design strategy starts by identifying the required external behaviour of a system (its service), followed by gradual refinement of its internal structure. The crucial top-down design transformation is functionality decomposition, used to decompose a given process into a number of concurrent interacting subprocesses. It is widely used in many design cases, both for decomposing hardware and software, e.g. in design of circuits, computers, computer networks, distributed systems and telecommunication networks - for distributed implementation of various types of servers, controllers, testers etc. The implementation of a service of a particular layer in the standard reference. model for open systems interconnection requires for example derivation of a suitable behaviour of the protocol entities of the layer.

By decomposition, an abstract system specification is refined into a less abstract specification better reflecting the inherent system structure, i.e. its functional components and their spatial distribution. Thereby a specification becomes more tractable for formal reasoning and implementation. The most elegant way is to start with a verified specification of the system service and then apply to it only verified correctness-preserving transformations, i.e. transformations refining the system structure without affecting its service, to avoid the need for posterior verification of the obtained detailed system specification.

If a system is specified in a formal language (Turner, 1993), correctness-preserving transformations can be expressed as well-defined syntactic manipulations that can usually be completely automated. It must be ad-

[^1]mitted that design by automated transformations is rather uncommon in the current engineering practice, but the reason is definitely not designers' aversion to such style of work. Rather it is the lack of transformations that are well formalized, proven to be correct, efficiently implemented, easy to use and understand and, above all, that correspond to practically useful design steps. In the future, high-quality tools for transformational design seem to be the best way to make formal languages and methods accessible to non-experts.

For discovering, understanding and employing correctness-preserving specification transformations, it is convenient if a formal language offers operators for composing specifications of system components directly representing real-life composition of the components. Such are for example languages based on process algebras, among which we concentrate on Basic LOTOS, the core sublanguage of LOTOS (Bolognesi and Brinksma, 1987), a standard specification language originally intended for specification of Open Systems Interconnection standards, but now widely employed for specification of all kinds of systems (both software and hardware) where external behaviour and/or inter-component interaction are of primary importance - see the Applications section in (WELL).

The problem addressed in our paper is system decomposition into a pre-defined number of components pairwise communicating by executing common actions and/or by exchanging messages over unbounded reliable first-in-first-out (FIFO) channels. It is assumed that all actions in the service specification are already pre-allocated to individual components, so that the task is only to derive specification of the intercomponent communication, i.e. the protocol. The transformation is expected to be compositional, i.e. to
reflect the structure of the given service specification in the derived component specifications.

Saleh in his very exhaustive survey (Saleh, 1996) identifies 37 protocol synthesis methods, many of them further diversified into several variants. Among the 37 methods, 10 are based on LOTOS or similar models. For Basic LOTOS and multi-component servers with asynchronous internal channels, probably the most representative reference is (Kant et al., 1996), whose synthesis method has evolved from a long chain of similar methods, starting with (Bochmann and Gotzhein, 1986). For servers with synchronous channels, such a reference synthesizing earlier approaches is (Brinksma and Langerak, 1995), though its method is only intended for two-party servers. Thus in our paper we take (Kant et al., 1996) as the starting point, and (Brinksma and Langerak, 1995) as an additional source of ideas. We generalize (Kant et al., 1996) to servers with both synchronous and asynchronous channels, suggest how to correct the errors identified in (Kant et al., 1996) (one also in (Brinksma and Langerak, 1995)), and provide a hint for reducing the number of the necessary protocol interactions. Our paper is a corrected and enhanced version of (Kapus-Kolar, 1997), whose main deficiency is that the adopted specification language is semantically not exactly equivalent to Basic LOTOS, as it is here.

The paper is organized as follows. Section 2 introduces the adopted specification language. In Section 3 we explain the basic principles of protocol derivation. In Section 4 we propose distributed implementation for each individual type of service behaviour or subbehaviour. Section 5 includes discussion and conclusions.

The paper should be quite self-sufficient, though to keep it reasonably short, the presentations in the remaining sections are rather concise. Thus a reader unfamiliar with LOTOS-based protocol synthesis is advised to first study the more tutorial-like papers (Kant et al., 1996; Brinksma and Langerak, 1995). The two papers should also be referred to for discussion on earlier methods. Additional pointers to comparative studies can be found in (Saleh, 1996).

Before proceeding to details, let us once more try to motivate the reader by emphasizing that the algorithm described below is not intended solely for embedding in some CAD tool. The following sections provide many hints on how to systematically design correct and efficient distributed service implementations, that might be useful for the design of any multi-component system.

## 2 Specification Language

The language defined in Table 1 has been conceived with an aim to include in an abstract and concise way all constructs defined in Basic LOTOS (Bolognesi and Brinksma, 1987), in the exclusive setting of the pro-
tocol derivation problem formally defined in Section 3.1.

The following typographical convention has been adopted: If $\mathcal{X}$ is some universe of elements where " x " denotes its name and stands for any letter, then variables $x, x^{\prime}, \ldots, x_{1}, \ldots$ range over elements of $\mathcal{X}$ and variables $X, X^{\prime}, \ldots, X_{1}, \ldots$ over subsets of $\mathcal{X}$, if not stated otherwise. In particular, a $b$ stands for a behaviour (for a process exhibiting it), a $c$ for a system component, an $a$ for a non- $\delta$ action, a $g$ for an interaction gate or an action on it, a $u$ for a userdefined action name, an $s$ for $\mathbf{i}$ or a $u$ (for a serviceaction name), an $m$ for a protocol message, an $r$ for a gate renaming, a $p$ for the name of an explicitly specified process, an $n$ for a process-parameter name, a $v$ for a process-parameter value, and an $e$ for a service specification subexpression. Let $b^{\prime} \leq b$ and $b^{\prime}<b$ respectively denote that $b^{\prime}$ is a subbehaviour or a proper subbehaviour of $b$.

We concentrate on the semantics of the language, informally overviewed below, but its syntax is intentionally kept simple, to simplify the presentation of protocol derivation. Throughout the paper, the usual self-understood forms of "syntactic sugar" are used where convenient, e.g. switching between the infix and the prefix notation, parentheses, omission of implicitly implied parts of the specification, etc. Several illustrative service and protocol specifications can be found in Sections 3 and 4.
stop denotes inaction of the specified process, e.g. of the system as a whole, of an individual system component, or of some other partial system behaviour.

Actions with reserved names $\delta$ (in the original LOTOS syntax specified by exit) and i respectively denote successful termination and an internal action of the specified process. In a service specification they are furnished with a superscript $c$ indicating the component controlling their execution, but the superscript doesn't belong to the action name - the selection of $c$ influences the protocol derivation algorithm, but is irrelevant for the service itself.
$u^{c}$ denotes a service primitive, i.e. a type $u$ interaction between a system user and the system component c.

If two components $c$ and $c^{\prime}$ communicate synchronously (the condition encoded as $\neg F I F O\left(c, c^{\prime}\right)$ ), they can exchange a protocol message $m$ in an inter-
 vant. If a $c$ and a $c^{\prime}$ communicate asynchronously (i.e. $\left.F I F O\left(c, c^{\prime}\right)\right), c$ can send an $m$ to $c^{\prime}$ by a send $d_{c, c^{\prime}!m,}$ while $c^{\prime}$ receives the message by a $\mathbf{r e c} c_{c, c^{\prime}}!m$. When a protocol action appears in a local behaviour specification, explicit specification of the location qualifier identifying the particular system component is unnecessary. The parameter $m$ is supposed to be always specified as a constant, so that it can be considered a part of the action name. sync, send and rec actions

| Name of the construct | Type(s) | Syntax |
| :--- | :--- | :--- |
| Inaction | $b$ | stop |
| Successful termination | $b$ | $\delta^{c}$ |
| Internal action | $a, s^{c}$ | $\mathbf{i}^{c}$ |
| Service primitive | $a, g, s^{c}$ | $u^{c}$ |
| Protocol synchronization | $a, g$ | s $y n c_{c, c^{\prime}}!m$ where $\neg F I F O\left(c, c^{\prime}\right)$ |
| Protocol message transmission | $a, g$ | send $d_{c, c^{\prime}}!m$ where $F I F O\left(c, c^{\prime}\right)$ |
| Protocol message reception | $a, g$ | rec $c, c^{\prime}!m$ where $F I F O\left(c, c^{\prime}\right)$ |
| Sequential composition | $b$ | $b_{1} \gg b_{2}$ |
| Action prefix | $b$ | $a ; b_{2}$ |
| Choice | $b$ | $b_{1}\left[\mid b_{2}\right.$ |
| Parallel composition | $b$ | $b_{1}\|G\| b_{2}$ |
| Disabling | $b$ | $b_{1} \mid>b_{2}$ |
| Hiding | $b$ | $\mathbf{h i d e}$ i $\mathbf{i} n b_{1}$ |
| Gate renaming | $r$ | $g \rightarrow g^{\prime}$ |
| Renaming | $b$ | ren $R$ in $b_{1}$ |
| Process definition |  | $p(n):=b_{1}$ |
| Process instantiation | $b$ | $p(v)$ |

Table 1: The specification language abstract syntax
are only allowed in the derived protocol specifications.
" $b_{1} \gg b_{2}$ " denotes a process behaving after successful termination of $b_{1}$ as $b_{2}$, where $\delta$ of $b_{1}$ is interpreted in " $b_{1} \gg b_{2}$ " as $\mathbf{i}$. " $a ; b_{2}$ " is the special case of the sequential composition where $b_{1}$ is an individual action, so that no $\mathbf{i}$ is needed for transfer of control to $b_{2}$.
" $b_{1}[] b_{2}$ " denotes a process ready to behave as $b_{1}$ or as $b_{2}$.
" $b_{1}|G| b_{2}$ " denotes parallel composition of processes $b_{1}$ and $b_{2}$. Actions listed in $G$ and $\delta$ are only executable as common actions of the two processes, while other actions the processes execute independently. By connecting processes by "|||" or "||" one shortly specifies their minimal or maximal synchronization, respectively. Specification of a parallel composition of an empty list of processes is an empty string identifier $\varepsilon$, while parallel composition of a singleton set of processes equals the only member of the set.
" $b_{1}\left[>b_{2}\right.$ " denotes a process with behaviour $b_{1}$ potentially disrupted by behaviour $b_{2}$. While $b_{1}$ is still active, the process might terminate by executing $\delta$ in $b_{1}$.
"hide $G$ in $b_{1}$ " denotes a process behaving as $b_{1}$ with its actions listed in $G$ renamed into i, i.e. the gates made internal to the process (hidden from its environment). Hiding of an action doesn't influence its location, i.e. hiding of a $u^{c}$ results in $\mathbf{i}^{c}$.
"ren $R$ in $b_{1}$ " denotes a process behaving as $b_{1}$ with its visible gates renamed as specified in $R$.
$p(n):=b_{1}$ defines a process $p$ with behaviour $b_{1}$, and a $p(v)$ defines an instantiation of the process. Parametrization of processes constituting a service specification is not allowed, while in the derived protocol specification, the local mappings of the processes
might need input parameters. Process parametrization is not allowed in Basic LOTOS, but we don't consider that a problem, for parameters can usually be avoided, if so desired, by switching to a less concise specification style interpreting the parameter value as a part of the process name. Anyway, in the full LOTOS, parametrization is legal.

A specification is a list of process definitions. The first process on the list is supposed to denote the behaviour that the specification is defining, i.e. the main process. As such, it must never be instantiated within the specification. Specifically, let Server denote the main process in the specification of the service that is being implemented.

In the original LOTOS syntax, explicit processes are defined on formal gates, that are associated with actual gates upon process instantiation. In our simplified language, the gate instantiation can be expressed as renaming of the gates on which a process is originally defined applied to the particular process instance (see for example the instantiation of process "Proc" in Table 22).

The relation used throughout the paper for judging equivalence of behaviours is observational equivalence $\approx$ (Bolognesi and Brinksma, 1987), i.e. we are interested only into the external behaviour of processes, that is into the actions that they make available for synchronization with their environment (all actions except $\mathbf{i}$ and actions transformed into $\mathbf{i}$ by hiding).

The protocol derivation mapping defined below in some cases introduces an $\varepsilon$ specifying no actions. $\varepsilon$ is equivalent to $\delta$ (as execution of no actions is a success by definition), except for an additional absorption rule (introduced for the purposes of protocol synthesis) stating the $(\varepsilon \gg b)$ is equivalent to $b$.

```
Server := Loop
Loop := ((Idle[> (event \({ }^{1} ;\left(\left(\right.\right.\) report \(\left.^{2} ; \delta^{1}\right) \| \mid\left(\right.\) report \(\left.\left.\left.\left.^{3} ; \delta^{1}\right)\right)\right)\right) \gg\) Loop \()\)
\(\mathrm{I} d l e:=\left(\left(\right.\right.\) test \(\left.\left.{ }^{1} ; \mathrm{Idle}\right) \square\left(\mathrm{play}{ }^{1} ; \mathrm{Idle}\right)\right)\)
\(\forall\left\{c, c^{\prime}\right\}: F I F O\left(c, c^{\prime}\right)\)
Server \(_{1}:=\left(\left(\right.\right.\) Idle \(e_{1} \mid>\left(\left(\right.\right.\) event \(^{1} ;\left(\left(\right.\right.\) send \(\left._{2}!1 ; \delta\right) \|| |\left(\right.\) send \(\left.\left.\left._{3}!1 ; \delta\right)\right)\right) \gg\left(\left(\right.\right.\) rec \(\left._{2}!2 ; \delta\right)\|\mid\|\left(\right.\) rec \(\left.\left.\left.\left._{3}!3 ; \delta\right)\right)\right)\right) \gg\) Server \(\left._{1}\right)\)
\(\mathrm{I} d \mathrm{e}_{1}:=\left(\left(\right.\right.\) test \(\left.^{1} ; \mathbf{I d l e} \mathrm{e}_{1}\right) \rrbracket\left(\mathrm{play}{ }^{1} ;\right.\) Idle \(\left.\left._{1}\right)\right)\)
Server \(_{2}:=\left(\right.\) rec \(_{1}!1 ;\) report \(^{2} ;\) send \(_{1}!2 ;\) Server \(\left._{2}\right)\)
Server \(_{3}:=\left(\mathbf{r e c} 111 ;\right.\) report \(^{3} ;\) send \(_{1}!3 ;\) Server \(\left._{3}\right)\)
```

Table 2: An example service and its derived protocol

In many of the protocol examples given below, elimination of $\varepsilon$ is not the only simplification modulo observational equivalence that the specifications have undergone. In addition, process parametrization has been omitted where redundant.

## 3 Principles of Protocol Derivation

### 3.1 Problem definition

The protocol derivation problem is defined as follows. Given

- the above described system of components and channels for protocol interactions, with all FIFO channels initially empty,
- a specification of the required system service (nonblocking, with no non-executable or otherwise irrelevant parts), and
- a suitable (defined by the restrictions in Section 4) partitioning of the specified actions among the system components,
derive such behaviour of individual components that, when the sync, send and rec actions are hidden, the overall system behaviour is observationally equivalent to the specified service and the server never stops with any of its FIFO channels non-empty.

An illustrative example of a service and its protocol is given in Table 2. The protocol has been derived as suggested below and subsequently simplified. There is a server consisting of asynchronously communicating components 1 to 3 , supporting users 1 to 3 , respectively. Whenever user 1 signals a particular event, the server reports it to users 2 and 3 , and subsequently becomes ready for a new signal from user 1. Protocol messages of type 1 , issued by component 1 , serve for reporting the signalled event to components 2 and 3 , while messages 2 and 3 confirm to component 1 that the event has been reported to users 2 and 3, respectively. While there is no event to report, the server idles, i.e. allows user 1 to play and execute tests, both locally at component 1.

### 3.2 Mapping T

We are looking for a mapping $\mathbf{T}_{c}(e, z)$ which would take any service specification subexpression $e$ and translate it into its counterpart at any individual component $c$, within a given context $z$. The mapping of individual subexpression types is given in Section 4. A $\mathbf{T}_{c}(e, z)$ implements the service actions within $e$ allocated to $c$ and the necessary protocol interactions between $c$ and the rest of the system components.

During service execution, each instantiation of an explicit process $p$ gives raise to a new instance of any $b$ within the process body. Since the aim of mapping a specification $e$ of such a $b$ is a proper implementation of each particular instance of $b, z$ for mapping the $e$ must be the identifier of the particular instance of $p$. The particular instance of $b$ is then unambiguously identified by " $z . Z(e)$ ", where $Z(e)$ identifies $e$ within the specification of $p$ 's body. Protocol optimization by re-use of instance identifiers shall not be systematically considered, though often possible.

### 3.3 The basic principles of protocol construction

Like (Kant et al., 1996) and previous similar algorithms, our algorithm is based on a small set of intuitive rules that can be easily expressed in an informal way:

1) Only the server components responsible for actions in the service specification should participate in the execution of the service.
2) An individual service action must always be implemented at the component to which it has been pre-assigned.
3) Every protocol message should unambiguously identify the behaviour that it helps to implement.
4) Service choices should always be resolved exclusively by service actions. Protocol actions only communicate the decisions between server components.
5) To simplify protocol derivation, we partition the service actions in such a way that

- conflicts between distributed implementations of concurrent service parts are a priori avoided, and
- all service choices can be resolved locally at individual components.

6) With the previous heuristics, the sole purpose of protocol actions is to report on local terminations of individual service parts.

### 3.4 Service behaviour attributes, particularly termination types

Mapping $\mathbf{T}$ is guided by various pre-calculated attributes of individual service subbehaviours, actually (speaking in terms of the specification syntax) of the service specification subexpressions by which they are represented. Likewise, the attributes are also defined for each of the explicitly specified processes constituting the service. Computation and selection of attributes is the key activity in the protocol derivation process. After we find a set of attributes that is both consistent and known to lead to an efficient protocol, the protocol derivation itself (i.e. application of mapping $\mathbf{T}$ ) is trivial. (That doesn't mean that the mapping has also been trivial to conceive and prove!)

For any attribute $X(\ldots)$ whose value is a set of elements $x$, let $X_{x}(\ldots)$ indicate $x \in X(\ldots)$, and vice versa.

The basic attributes of a behaviour $b$ are its starting components ( $S C$ ), its ending components ( $E C$ ) and its participating components ( $P C$ ), respectively listing the system components executing a starting, an ending, or any service action within b. E.g., for a behaviour

$$
\begin{aligned}
b= & \left(\left(\left(\left(\left(\mathrm{a}^{1} ; \delta^{3}\right) \mid \|\left(\mathrm{b}^{2} ; \delta^{3}\right)\right) \gg\left(\mathrm{c}^{3} ; \text { stop }\right)\right)\right] \delta^{1}\right) \| \\
& \left(\left(\mathrm{d}^{1} ; \delta^{1}\right)\left[>\left(\mathrm{a}^{1} ; \delta^{4}\right)\right)\right)
\end{aligned}
$$

we have $S C(b)=\{1,2\}, E C(b)=\{1,4\}, P C(b)=$ $\{1,2,3,4\}$.

Boolean attribute $I T(b)$ indicates whether $b$ might immediately terminate (the above $b$ can not, while its part " (.. $\left[J \delta^{1}\right)$ " in isolation could). Boolean attribute $S T(b)$ indicates whether $b$ synchronizes its termination with its environment, i.e. its $\delta$ is not "consumed" by a sequential composition operator (as is for example $\delta^{3}$ in the above $b$ ). Boolean attribute $D T(b)$ indicates whether a termination of $b$ might be decision-making (as are in the above $b$ both occurrences of $\delta^{1}$ ).

All the above attributes are generic properties of behaviours. Solving a system of recursive equations for such an attribute, one should choose a solution minimizing all the process attributes, to respect the natural semantics of the attribute.
There are two more attributes, $T C$ and $T C^{+}$, but they are not generic properties of behaviours. They are selected by a designer, to implement his/hers specific protocol derivation strategy. The exact role of $T C$ and $T C^{+}$is to dictate the termination type of individual service parts within the distributed service implementation, as follows:

An individual service action must of course be implemented at the component to which it is pre-allocated. At any other component, we propose that it is selec-
tively mapped into a stop or an $\varepsilon$ (semantically equivalent to $\delta$ ). (Kant et al., 1996; Brinksma and Langerak, 1995) strictly map to $\varepsilon$, and consequently the quality of the derived protocol suffers.

Depending on the mapping of the ending actions of a particular $b$, in the case that the server is running a terminating alternative of $b$ the behaviour $\mathbf{T}_{c}(b, z)$ of a component $c$ concludes either by stop (not preceded by $\delta$ ) or by $\delta$. In the latter case, $c$ is a terminating component of $b$, i.e. $T C_{c}(b)$. It is important that $\mathbf{T}_{c}(b, z)$ concludes for all terminating alternatives of $b$ in the same manner, i.e. always by stop or always by $\delta$.
$T C_{c}(b)$ is always a consequence of $T C_{c}^{+}(b)$ indicating that the surrounding context of $b$ requires $c$ to conclude its implementation of $b$ by $\delta$. Besides, $E C_{c}(b)$ implies $T C_{c}(b)$, for the ending components of a $b$ are responsible for detecting its termination.

If $T C_{c}(b), \mathbf{T}_{c}(b, z)$ terminates on its own and so allows $c$ to sequentially proceed to the subsequent activities. That is the usual behaviour-termination type in LOTOS-based protocol derivation. If $\neg T C_{c}(b)$, $\mathbf{T}_{c}(b, z)$ concludes by inactivity, that is disrupted by a subsequent activity of $c$ specified outside $\mathbf{T}_{c}(b, z)$. The opportunity for protocol optimization lies in the fact that setting $T C_{c}(b)$ to false renders the protocol messages serving solely for termination of $\mathbf{T}_{c}(b, z)$ unnecessary. For better understanding, observe that for a service behaviour " $b_{1} \gg b_{2}$ ", $\delta$ in $b_{1}$ is invisible for the service users and hence its implementation is irrelevant, as long as control is properly transferred to the implementation of $b_{2}$.

As $T C$ and $T C^{+}$are attributes that are rather selected than computed, we don't provide strict rules for them - just the restrictions that must be respected are stated in Section 4. Within those limits, $T C$ and $T C^{+}$ should be selected according to the relevant optimization criteria. An always present criterion is minimization of the (worst-case or average) inter-component communication. Another criterion, often conflicting with the former one, might be declaring for some service parts $b$ and components $c$ that $T C_{c}(b)$ is desirable, for $c$ should terminate $\mathbf{T}_{c}(b, z)$ as soon as possible, e.g. to release some resources. A third criterion might be to make a pair of server components exchange a protocol message at a particular point of service execution, e.g. to convey some data. Moreover, scheduling of protocol exchanges on FIFO channels usually requires prevention of channel buffers overcrowding.

When trying to find a solution better than the old $\left(T C^{+}(b)=T C(b)=\mathcal{C}\right)$, one must be aware that in some cases a different solution might also result in a less efficient protocol, depending on subtle properties of the service structure. Thus the optimization should be performed by thorough analysis of the entire service specification. Nevertheless, one should never simply retreat to $\left(T C^{+}(b)=T C(b)=\mathcal{C}\right)$, for that might re-

| $\operatorname{Send}_{c}(C, m)$ | $\begin{gathered} \hline:=\\| \\|\left(\left\{\left(\operatorname{send}_{c^{\prime}}!m ; \delta\right) \mid\left(\left(c^{\prime} \in(C \backslash\{c\})\right) \wedge F I F O\left(c, c^{\prime}\right)\right)\right\} \cup\right. \\ \left.\left\{\left(\operatorname{syn} c_{c^{\prime}}!m ; \delta\right) \mid\left(\left(c^{\prime} \in(C \backslash\{c\})\right) \wedge \neg F I F O\left(c, c^{\prime}\right)\right)\right\}\right) \end{gathered}$ |
| :---: | :---: |
| $\boldsymbol{\operatorname { R e c }} c_{c}(C, m)$ |  |
| $\mathbf{E x c h}_{c}\left(C, C^{\prime}, m\right)$ | $\begin{aligned} &:=\left(\underline{\text { if }}(c \in C) \text { then Send }\left(C^{\prime}, m\right) \text { else } \varepsilon \text { endif }\\|\\|\right. \\ &\left.\quad \text { if }\left(c \in C^{\prime}\right) \text { then } \operatorname{Rec} c_{c}\left(\left(C \backslash\left\{c^{\prime} \mid\left((c \in C) \wedge\left(c^{\prime} \in C^{\prime}\right) \wedge \neg F I F O\left(c, c^{\prime}\right)\right)\right\}\right), m\right) \text { else } \varepsilon \text { endif }\right) \end{aligned}$ |
| $\mathbf{P r o j}_{c}(G)$ | $:=\left\{u^{c} \mid\left(u^{c} \in G\right)\right\}$ |
| $\mathbf{P r o j}_{c}(R)$ | $:=\left\{\left(u^{c} \rightarrow u^{\prime c}\right) \mid\left(\left(u^{c} \rightarrow u^{\prime c}\right) \in R\right)\right\}$ |
| Select (C,z) | $:=$ a (within context $z$ ) deterministically selected element of $C$ |
| $\mathrm{Term}_{c}(b, z)$ | $:=\operatorname{Term}^{\prime}{ }_{c}\left(b, T C^{+}(b), z\right)$ |
| $\operatorname{Term}_{c}{ }_{c}(b, C, z)$ | $\begin{aligned} & :=\frac{\text { if }(E C(b)=\phi) \text { then } \mathbf{T}_{c}(b, z)}{} \begin{array}{l} \text { else } \\ \text { if } E C_{c}(b) \text { then }\left(\mathbf{T}_{c}(b, z) \gg \operatorname{Send}_{c}((C \backslash T C(b)), z . Z(b))\right) \\ \quad \text { else if }\left((c \in C) \wedge \neg T C_{c}(b)\right) \text { then } \\ \text { if }(\|E C(b)\|=1) \text { then }\left(\mathbf{T}_{c}(b, z)\left[>\mathbf{R e} c_{c}(E C(b), z . Z(b))\right)\right. \\ \text { else }\left(\left(\mathbf{T}_{c}(b, z)[>\delta)\| \| \mid \mathbf{R e c} c_{c}(E C(b), z . Z(b))\right.\right. \text { endif } \\ \text { else } \mathbf{T}_{c}(b, z) \text { endif endif endif } \end{array} \end{aligned}$ |
| $\mathbf{A} l t_{c}\left(b, b^{\prime}, z\right)$ | $:=\mathbf{A l t} t^{\prime}\left(b,\left(P C\left(b^{\prime}\right) \cap T C\left(b^{\prime}\right)\right), z\right)$ |
| $\mathbf{A} l t^{\prime}{ }_{c}(b, C, z)$ |  |

Table 3: Functions used in mapping $\mathbf{T}$
sult in protocol errors, as explained in Section 4, if not to mention that for some service types, that straightforward solution is extremely inefficient (as demonstrated by the example in Table 7, discussed in Section 4.1).

To reduce the computational complexity, the rules for attribute evaluation in Section 4 are not exact, in the sense that they sometimes assume that the protocol derivation algorithm must pay attention to a service scenario that a more careful examination of the service specification would identify as non-executable. Particularly the rules neglect the positive impact of synchronization between parallel behaviours. Consequently, the decomposition transformation might generate some redundant protocol interactions, or the transformation might be unjustly declared inapplicable to a particular action partitioning. In other words, more exact attribute evaluation rules would result in a more generally applicable transformation generating more efficient protocols. But as the proposed rules are strictly pessimistic, they are nevertheless sufficient for protocol correctness (with the harmless exception that the generated component specifications might comprise some parts that are non-executable within the context of the system), provided that the mapping $\mathbf{T}$ itself is correct.

Of course, computation of attributes might also fail, implying that it is impossible to satisfy all the given restrictions simultaneously, or result in a protocol not satisfying the adopted optimization criteria. In that
case, one should try to find a better service action partitioning, or artfully insert in the service specification some dummy internal actions (as long as the service remains observationally equivalent to the original).

### 3.5 Some auxiliary specification-generating functions, particularly implementation of terminations

Table 3 defines a set of auxiliary specificationgenerating functions for the mapping $\mathbf{T}$. The first two functions implement sending or receiving at a $c$ of a message $m$ between $c$ and any $c^{\prime}$ in ( $C \backslash\{c\}$ ), independently for each $c^{\prime}$. Exch $\left(C, C^{\prime}, m\right)$ implements the actions of $c$ necessary to perform the task of each member of $C^{\prime}$ receiving $m$ from each member of $C$ other than itself. Since message exchanges in sync actions are bi-directional, that allows some optimizations.
$\operatorname{Proj}_{c}(G)$ and $\operatorname{Proj}_{c}(R)$ respectively project onto the gates of $c$ a set of gates and a set of renamings. Select $(C, z)$ deterministically selects within context $z$ a component in $C$.

If the surrounding context of $b$ requires a $c$ to conclude its implementation of the terminating alternatives of $b$ (if any) by $\delta$, formally $T C_{c}^{+}(b)$, that might be implemented by the mapping $\mathbf{T}_{c}(b, z)$ itself, i.e. $c$ included into $T C(b)$. Alternatively, it might be better to have $\neg T C_{c}(b)$ and to make $c$ exit its implementation of $b$ upon reception of special messages (sent by

```
\(b=\left(\left(\left(\mathrm{a}^{1} ; \delta^{1}\right)[]\left(\mathrm{b}^{1} ; \mathrm{c}^{2} ; \mathrm{d}^{1} ; \delta^{1}\right)\right)\| \|\left(\left(\mathrm{a}^{1} ; \delta^{1}\right)\left[\left(\mathrm{b}^{1} ; \mathrm{c}^{2} ; \mathrm{d}^{1} ; \delta^{1}\right)\right)\right), \neg F I F O(1,2)\right.\)
if \(T C_{2}(b)\) then \(\operatorname{Term}{ }^{\prime}(b,\{1,2\}, z):=\left(\left(\left(\mathrm{a}^{1} ;\right.\right.\right.\) sync! \(\left.\left.z .1 ; \delta\right)\right]\left[\mathrm{b}^{1} ;\right.\) sync! \(z .2 ;\) synclz:3; \(\left.\left.\mathrm{d}^{1} ; \delta\right)\right)| | \mid\)
    \(\left(\left(\mathrm{a}^{1} ;\right.\right.\) sync! \(\left.\left.z .4 ; \delta\right)\right]\left(\mathrm{b}^{1} ;\right.\) sync! \(z .5 ;\) sync! \(\left.\left.\left.z .6 ; \mathrm{d}^{1} ; \delta\right)\right)\right)\)
    \(\left.\operatorname{Term}^{\prime}{ }_{2}(b,\{1,2\}, z):=(((\operatorname{sync}!z .1 ; \delta)]]\left(\mathbf{s y n c}!z .2 ; \mathrm{c}^{2} ; \mathbf{s y n c !} . z .3 ; \delta\right)\right)||\mid\)
    ((sync!z.4; \(\delta)]\left(\right.\) sync! \(z .5 ; \mathrm{c}^{2} ;\) sync!z.6; \(\left.\left.\left.\delta\right)\right)\right)\)
else \(\operatorname{Term}^{\prime}{ }_{1}(b,\{1,2\}, z):=\left(\left(\left(\left(\mathrm{a}^{1} ; \delta\right)\right]\left(\mathrm{b}^{1} ;\right.\right.\right.\) sync! \(\left.\left.z .2 ; \mathrm{sync!} .3 .3 ; \mathrm{d}^{1} ; \delta\right)\right)| | \mid\)
    \(\left(\left(\mathrm{a}^{1} ; \delta\right)\right]\left[\left(\mathrm{b}^{1} ;\right.\right.\) sync! \(z .5 ;\) synclz. \(\left.\left.\left.6 ; \mathrm{d}^{1} ; \delta\right)\right)\right) \gg(\) s \(\left.y n c!z .7 ; \delta)\right)\)
    \(\mathbf{T e r m}^{\prime}{ }_{2}(b,\{1,2\}, z):=\left(\left(\left(\right.\right.\right.\) sync! \(: 2.2 ; \mathrm{c}^{2} ;\) sync!z.3; stop \() \| \mid\left(\right.\) sync! \(z .5 ; \mathrm{c}^{2} ;\) sync!z.6; stop \(\left.)\right)\)
        [> (sync! \(z .7 ; \delta)\) ) endif
```

Table 4: A service behaviour $b$ and some of its possible implementations wrt. its termination type

```
b= (\mp@subsup{\textrm{a}}{}{1};((\mp@subsup{\textrm{b}}{}{3};\mp@subsup{\delta}{}{3})||(\mp@subsup{\textrm{c}}{}{4};\mp@subsup{\delta}{}{4}))),\forall{c,\mp@subsup{c}{}{\prime}}:FIFO(c,\mp@subsup{c}{}{\prime}),T\mp@subsup{C}{}{+}(b)={1,3,4},TC(b)={3,4}
Alt\mp@subsup{t}{}{\prime}\mp@subsup{}{1}{\prime}(b,{1,2,3},z):= (((\mp@subsup{\textrm{a}}{}{1};(()
    ||((\boldsymbol{r}\mp@subsup{c}{3}{}!z.1;\delta)||(\mathbf{r}\mp@subsup{c}{4}{}!z.1;\delta)))
Alt'}\mp@subsup{}{2}{\prime}(b,{1,2,3},z):=(\mathbf{rec}3!z.1;\delta
A}l\mp@subsup{t}{}{\prime}\mp@subsup{}{3}{\prime}(b,{1,2,3},z):=(\mathbf{rec}1!z.2;\mp@subsup{\mathbf{b}}{}{3};\mp@subsup{\mathrm{ send }}{1}{\prime}!z.1;\mp@subsup{\mathrm{ send }}{2}{\prime}!z.1;\delta
Alt\mp@subsup{t}{}{\prime}(b,{1,2,3},z):=(\mathbf{rec},1\mp@code{l}.2;\mp@subsup{\mathbf{c}}{}{4};\mp@subsup{\operatorname{send}}{1}{\prime}!z.1;\delta)
```

Table 5: Illustration of function $\mathbf{A} l t^{\prime}$
the ending components of $b$ ) together indicating global termination of $b$. Function Term, an extension of mapping T, implements the additional protocol interactions. Function Term is a generalization of Term that signals the global termination to a component set $C$.

For illustration of function Term, consider the service behaviour $b$ in Table 4 with requirement $T C_{2}^{+}(b)$. If we set $T C_{2}(b)$ to true, component 2 implements all the "a" actions as $\varepsilon$. Consequently, whenever component 1 selects an "a" alternative, it must send a special indication to component 2 , for component 2 does not participate in such an alternative and needs a message for its detection and subsequent proper local termination. In the worst case, execution of $b$ requires two such messages. If we set $T C_{2}(b)$ to false instead, component 2 simply executes its part of $b$ and then stops. Later its inactivity is disrupted by a message (a single one!) implemented by Term applied to $b$. Obviously, $\neg T C_{2}\left(b_{1}\right)$ is the more efficient solution.

Function Alt is an extension of function Term in the sense that one of the components knowing that an alternative $b$ of a $b^{\prime}$ has been activated (and terminated) indicates the fact to the yet non-informed participants of $b^{\prime}$ that need the information. Function $\mathbf{A} l t^{\prime}$ is a generalization of Alt that sends the information to a component set $C$, where necessary. Note that both $\mathbf{A l} l t^{\prime}$ and $\mathbf{T e r m}{ }^{\prime}$ can serve for adding $\delta$ to implementation of a $b$ at a $c$, but there is a slight difference: Term implements $\delta$ upon $c$ receiving messages from all the ending components of $b$ and is thus also suitable if ( $\mathbf{T}_{c}(b, z) \neq \mathrm{stop}$ ) or if $c$ must detect global termination of $b$. Otherwise $c$ may enable $\delta$ already after receiving a single message from a selected participant of $b$ (function $\mathbf{A} l t^{\prime}$ ), for the reception may
disrupt $\mathbf{T}_{c}(b, z)$, supposed to be equivalent to stop, at any time.
The effects of function $\mathbf{A} l t^{\prime}$ are illustrated in Table 5. Because of ( $\left.T C_{1}^{+}(b) \wedge \neg T C_{1}(b)\right)$, component 1 detects global termination of $b$ by receiving messages from the ending components 3 and 4, introduced by the Term part of $\mathbf{A} l t^{\prime}$. On the other hand we have $\left(\neg T C_{2}^{+}(b) \wedge \neg P C_{2}(b)\right)$, thus $\mathbf{A} l t^{\prime}$ makes component 3 (selected among $\{1,3,4\}$ ) indicate activation of $b$ to component 2. 1 and 3 in the second argument of $\mathbf{A} l t^{\prime}$ are irrelevant, since both components participate in $b$, and component 3 even terminates on its own.

### 3.6 Assumptions (obligations) for mappings $\mathrm{T}, \mathrm{Term}{ }^{\prime}$ and $\mathrm{A} l t^{\prime}$

This section is only intended for readers deeply interested in technical details, while others are advised to refer to it only if having difficulties with the understanding of Section 4.
Mapping $\mathbf{T}$ is compositional, i.e. a mapping of a behaviour $b$ is defined in terms of the mappings of its subbehaviours $b^{\prime}$. Thus when designing $\mathbf{T}_{c}(b, z)$, we always make some assumptions for each individual $\mathbf{T}_{c}\left(b^{\prime}, z\right)$. One level higher, analogous statements appear as proof obligations for $\mathbf{T}_{c}(b, z)$. As mapping $\mathbf{T} e r m^{\prime}$ or $\mathbf{A} l t^{\prime}$ shall often be used instead of $\mathbf{T}$, the obligations (suitably adapted) also apply to them.
Let $\operatorname{Func}(b, \operatorname{Arg})$ denote behaviour of the considered distributed system where every component $c$ behaves like Func $c_{c}(b, A r g)$, where Func is $\mathbf{T}, \mathbf{T e r m}{ }^{\prime}$ or $\mathbf{A} l t^{\prime}$ and $A r g$ are the remaining arguments of the mapping. Let $\operatorname{Func}(b, \operatorname{Arg})^{*}$ denote $F u n c(b, \operatorname{Arg})$ with protocol interactions hidden. Below we list the correctness criteria adopted for the system be-
haviour $\operatorname{Func}(b, A r g)$ and the individual component behaviours $F u n c_{c}(b, A r g)$ within its context, assuming that all the FIFO channels are initially empty. Most of the rules are just common sense or can be understood in the light of the protocol derivation guidelines stated so far, while the others support implementation of various individual behaviour composition operators, explained in Section 4. The obligations are indeed numerous, but the correctness proof (Kapus-Kolar, 1998) for the protocol derivation transformation has identified them as necessary, as will the reader if trying to thoroughly understand the mappings in Section 4.

1) If $\neg P C_{c}(b)$, then

$$
\begin{aligned}
& \left(\left((F u n c=\mathbf{T}) \wedge \neg T C_{c}(b)\right) \vee\right. \\
& \left(\left(F u n c(b, \operatorname{Arg})=\mathbf{T} \operatorname{erm}^{\prime}(b, C, \ldots)\right) \wedge\right. \\
& (c \notin(T C(b) \cup C))) \vee \\
& \left(\left(F u n c(b, \operatorname{Arg})=\mathbf{A} l t^{\prime}(b, C, \ldots)\right) \wedge\right. \\
& \left.\left(c \notin\left(T C^{+}(b) \cup(C \backslash P C(b))\right)\right)\right)
\end{aligned}
$$

implies Func $_{c}(b, A r g)=$ stop and $T C_{c}(b)$ implies $F u n c_{c}(b, A r g)=\varepsilon$.
2) Any visible action offered by $F u n c_{c}(b, A r g)$ is either a service action pre-allocated to $c$ within $b$, a protocol interaction associated with termination of a $b^{\prime} \leq b$, or $\delta$.
3) In $b$, every $b^{\prime} \leq b$ is assigned its unique identifier, that is present in every protocol message associated with termination of $b^{\prime}$.
4) If $\left(\left((F u n c=\mathbf{T}) \wedge T C_{c}(b)\right) \vee\right.$

$$
\begin{aligned}
& \left(\left(F u n c(b, \text { Arg })=\text { Term }^{\prime}(b, C, \ldots)\right) \wedge\right. \\
& (c \in(T C(b) \cup C))) \vee \\
& \left(\left(F u n c(b, \operatorname{Arg})=\mathbf{A} l t^{\prime}(b, C, \ldots)\right) \wedge\right. \\
& \left.\left.\left(c \in\left(T C^{+}(b) \cup(C \backslash P C(b))\right)\right)\right)\right),
\end{aligned}
$$

then $\mathrm{Func}_{c}(b, \operatorname{Arg})$ terminates in all the terminating alternatives of $b$, otherwise never terminates.
5) Within $F u n c(b, A r g)$, for any terminating alternative of $b$, any $F u n c_{c}(b, A r g)$ not terminating for the alternative enters inaction before the last of the ending components $c^{\prime}$ terminates $F u n c_{c^{\prime}}(b, A r g)$.
6) Func(b, $A r g)$ inherits from $b$ its starting actions, with the exception that a starting $\delta$ in $b$ is considered equivalent to a starting $\mathbf{i}$ in $F u n c(b, A r g)^{*}$, provided that there is a $c$ guarding both the $\delta$ and the $\mathbf{i}$.
7) Within $F u n c(b, A r g)$, for any terminating alternative of $b$, any $c \in S C(b)$ is activated before the last of the ending components $c^{\prime}$ terminates $F u n c_{c^{\prime}}(b, A r g)$.
8) Pretending that $\delta$ of $\operatorname{Func}(b, \operatorname{Arg})$ is already executable when enabled by all $c$ having it in $F u n c_{c}(b, A r g), F u n c(b, A r g)^{*} \approx b$, with the exception that enabling of $\delta$ is allowed to be an internal decision of $F u n c(b, A r g)^{*}$ if $\neg S T(b)$. If $b$ is the entire service, exact observational equivalence is required.
9) For each $c, F u n c_{c}(b, A r g)$ contains only actions that are executable within $F u n c(b, A r g)$.
10) No $F u n c_{c}(b, A r g)$ ever requires that the incoming protocol messages on FIFO channels are received in an order other than that of their transmissions

| $\begin{aligned} & \text { Server }:=\left(\left(\left(\mathrm{a}^{1} ; \operatorname{Proc}\right)\left[\left(\mathrm{b}^{1} ; \delta^{1}\right)\right) \gg\left(\mathrm{b}^{3} ; \delta^{3}\right)\right)\right. \\ & \text { Proc }:=\left(\mathrm{c}^{2} ; \operatorname{Proc}\right) \\ & \forall\left\{c, c^{\prime}\right\}: F I F O\left(c, c^{\prime}\right) \end{aligned}$ |
| :---: |
| $\begin{aligned} & \text { Server }_{1}:=\left(\left(\left(\mathrm{a}^{1} ; \mathbf{s e n d}_{2}!1 ; \text { stop }\right)\right]\left(\mathrm{b}^{1} ; \delta\right)\right) \gg \\ &\left(\left(\text { send } d_{2}!2 ; \delta\right)\left\\|\\|\left(\operatorname{send}_{3}!2 ; \delta\right)\right)\right) \end{aligned}$ |
| $\begin{aligned} & \text { Server }_{2}:=\left(\left(\left(\text { rec }_{1}!1 ; \text { Proc }_{2}\right)[>(\text { rec } 1!2 ; \delta))\right)\right. \\ & \text { Proc } \end{aligned}=\left(\mathrm{c}^{2} ; \text { Proc }_{2}\right) .$ |
| Server $_{3}:=\left(\mathbf{r e c}_{1}!2 ; \mathrm{b}^{3} ; \delta\right)$ |

Table 7: An example implementation of a service combining finite and infinite alternatives
within $F u n c(b, A r g)$.
11) Any protocol message sent within $F u n c(b, \operatorname{Arg})$ is also received within it.

## 4 Distributed Implementation of Individual Service Specification Subexpression Types

In this section we describe distributed implementation of individual service specification subexpression types. Table 6 summarizes the rules valid for any subexpression of type $b$, while the more specific rules are given in separate tables, explained in Sections 4.2 to 4.8. Each of the tables is typically divided into four sections: 1) definition of the syntax of the expression $e$ that is being mapped, 2) attribute calculation rules, 3) (optional) additional restrictions on $e$ or its attributes, and 4) mapping $\mathbf{T}$ for $e$. Studying $\mathbf{T}_{c}(b, z)$ in the tables with the specific rules, the reader may with no harm pretend that the only server components are those participating in $b$. The explanations of the transformations have also been conceived from that viewpoint.

### 4.1 Rules applying to all behaviour types

The generally applicable rules in Table 6 deserve some explanation.

Rule $\left((E C(b)=\phi) \Rightarrow\left(T C^{+}(b)=\phi\right)\right)$ prevents server components from interpreting a nonterminating $b$ as terminating (i.e. no $c$ can ever terminate, if $(E C(b)=\phi)$, for that might result in a protocol error, if $b$ is alternative to a terminating $b^{\prime}$ (Kapus-Kolar et al., 1991). With that rule, it is no longer necessary to report every process instantiation within the service to every component, as it is in (Kant et al., 1996). An illustrative example is given in Table 7. In comparison with the solution suggested in (Kant et al., 1996), there is an infinite saving in protocol messages - two per every instantiation of "Proc".

```
if \((E C(b)=\phi)\) then \(T C^{+}(b)=\phi\)
else if \(\exists b^{\prime}:\left(\left(b<b^{\prime}\right) \wedge \neg P C_{c}\left(b^{\prime}\right)\right)\) then \(\neg T C_{c}^{+}(b)\)
    else \(T C_{c}^{+}(b)\) defined in the corresponding one of the Tables \(10,12,13,15,17,20\) endif endif
\((D T(b) \wedge S T(b)) \Rightarrow\left((|E C(b)|=1) \wedge\left(T C^{+}(b)=E C(b)\right)\right)\)
\(E C(b) \subseteq\left(T C^{+}(b) \backslash(P C(b) \backslash E C(b)) \subseteq T C(b) \subseteq T C^{+}(b)\right.\)
if \(\neg P C_{c}(b)\) then if \(T C_{c}(b)\) then \(\mathbf{T}_{c}(b, z):=\varepsilon\) else \(\mathbf{T}_{c}(b, z):=\) stop endif else \(\mathbf{T}_{c}(b, z)\) defined in the corresponding one of the Tables \(9,10,12,13,15,17-19,20\) endif
```

Table 6: Rules valid for any service subexpression $b$ introduced for the purpose of protocol synthesis

The second row of Table 6 requires that a behaviour $b$ whose termination might be both decision-making and synchronized has a single ending component that is also the only component regarding $b$ as terminating. To understand the requirement, observe the service behaviour

$$
b=\left(\left(\left(\mathrm{a}^{1} ; \delta^{1}\right)\left[>\left(\mathbf{i}^{1} ; \mathrm{b}^{2} ; \delta^{1}\right)\right)\left|\left[\mathrm{b}^{2}\right]\right|\left(\delta^{1}\right]\left(\mathbf{i}^{1} ; \mathrm{b}^{2} ; \delta^{1}\right)\right)\right.
$$

| $e=b=\mathbf{s t o p}$ |
| :--- |
| $S C_{c}(b)=E C_{c}(b)=P C_{c}(b)=$ false |
| $I T(b)=D T(b)=$ false |

Table 8: The specific rules for stop

| $e=b=\delta^{c^{\prime}}$ |
| :--- |
| $S C_{c}(b)=E C_{c}(b)=P C_{c}(b)=\left(c=c^{\prime}\right)$ |
| $I T(b)=t r u e \quad D T(b)=$ false |
| $\mathbf{T}_{c^{\prime}}(e, z):=b$ |

Table 9: The specific rules for $\delta^{c^{\prime}}$

| $e=b=b_{1}[] b_{2}$ |
| :--- |
| $S C_{c}(b)=\left(S C_{c}\left(b_{1}\right) \vee S C_{c}\left(b_{2}\right)\right)$ |
| $E C_{c}(b)=\left(E C_{c}\left(b_{1}\right) \vee E C_{c}\left(b_{2}\right)\right)$ |
| $P C_{c}(b)=\left(P C_{c}\left(b_{1}\right) \vee P C_{c}\left(b_{2}\right)\right)$ |
| $I T(b)=\left(I T\left(b_{1}\right) \vee I T\left(b_{2}\right)\right)$ |
| $S T\left(b_{1}\right)=S T\left(b_{2}\right)=S T(b)$ |
| $D T(b)=\left(D T\left(b_{1}\right) \vee D T\left(b_{2}\right) \vee I T(b)\right)$ |
| $T C_{c}^{+}\left(b_{1}\right)=\left(T C_{c}(b) \wedge P C_{c}\left(b_{1}\right)\right)$ |
| $T C_{c}^{+}\left(b_{2}\right)=\left(T C_{c}(b) \wedge P C_{c}\left(b_{2}\right)\right)$ |
| $c^{\prime}:\left(S C\left(b_{1}\right)=S C\left(b_{2}\right)=\left\{c^{\prime}\right\}\right)$ |
| $\mathbf{T}_{c}(e, z):=\left(\mathbf{A} l t_{c}\left(b_{1}, b, z\right)\left[\mid \mathbf{A} l t_{c}\left(b_{2}, b, z\right)\right)\right.$ |

Table 10: The specific rules for choice
of the form " $\left(\left(b_{1}\left[>b_{2}\right)\left|\left[\mathrm{b}^{2}\right]\right| b_{3}\right)\right.$ ". $\delta$ of $b_{1}$ is decisionmaking for ( $b_{1}\left[>b_{2}\right.$ ) and synchronized with $\delta$ of $b_{3}$, hence both $\delta$ must be controlled by the same component (in our case, it is the component 1). Thus

$$
\left(\left(\left|E C\left(b_{1}\right)\right|=1\right) \wedge\left(T C\left(b_{1}\right)=E C\left(b_{1}\right)=E C\left(b_{3}\right)\right)\right) .
$$

Moreover, as $\delta$ of $\mathbf{T}_{1}\left(b_{1}, z\right)$ and the corresponding $\delta$ of $\mathbf{T}_{1}\left(b_{1}\left[>b_{2}, z\right)\right.$ are guarded by $\delta$ of $\mathbf{T}_{1}\left(b_{3}, z\right)$, com-
ponent 1 can't report them separately (only upon $\delta$ of $\mathrm{T}_{1}(b, z)$ ), necessitating

$$
\left(T C^{+}\left(b_{1}\right)=T C^{+}\left(b_{1}\left[>b_{2}\right)=T C\left(b_{1}\right)\right)\right.
$$

Hence the considered rule applies to " $b_{1} \mid>b_{2}$ ". Also, $\left(\mid T C^{+}\left(b_{1}\left[>b_{2}\right) \mid=1\right)\right.$ (not to speak of a decisionmaking $\delta$ within $b_{3}$ ) implies

$$
\left(T C(b)=E C(b)=E C\left(b_{1}\right)\right),
$$

i.e. $\delta$ of $b$ must be in all its alternatives controlled by component 1 (and indeed it is). (Kant et al., 1996; Brinksma and Langerak, 1995) ignore the fact that a decision-making $\delta$ of $b_{1}$ within a " $b_{1}\left[>b_{2}\right.$ " might be synchronized, thus they sometimes generate erroneous protocols. The two methods can only be amended by getting rid of the rule ( $P C_{c}(b) \Rightarrow T C_{c}^{+}(b)$ ), as we have done.
In the third row of Table 6, the not yet explained idea is that $\neg P C_{c}(b)$ should imply ( $T C_{c}^{+}(b)=$ $\left.T C_{c}(b)\right)$. That is because a non-participant $c$ of a $b$ should not participate in $\operatorname{Term}_{c}(b, z)$, just as not in $\mathbf{T}_{c}(b, z)$, as stated in the last row of the table.
The $\mathbf{T}_{c}(b, z)$ rule in Table 6 implies that if $\neg P C_{c}(b)$, $T C_{c}^{+}\left(b^{\prime}\right)$ for any $b^{\prime}<b$ can be false by definition.

### 4.2 Implementation of inaction and termination

The specific rules for stop and $\delta^{c}$ are defined in Table 8 and Table 9, respectively.

### 4.3 Implementation of choice

For implementation of choice (Table 10) we adopt the usual restriction (Bochmann and Gotzhein, 1986) that alternatives must have an unique and common starting place. Provided that distributed implementation of individual alternatives is communication-closed and preserves their starting actions, the choice is entirely local.
Let $b_{1}$ be the selected alternative. After its execution, one of its ending components proceeds to informing on the selected alternative the missing terminating participants of $b$. That is implemented by using function Alt instead of Term. If no message is sent to a missing participant $c$ of $b, \mathbf{T}_{c}(b, z)$ is equivalent to $\mathbf{T}_{c}\left(b_{2}, z\right)$, that is in the case of $b_{1}$ not enabled, so that


Table 11: An example implementation of choice

| $e=b=b_{1} \gg b_{2}$ |  |  |
| :---: | :---: | :---: |
| $S C_{c}(b)=S C_{c}\left(b_{1}\right)$ | $E C_{c}(b)=E C_{c}\left(b_{2}\right)$ | $P C_{c}(b)=\left(P C_{c}\left(b_{1}\right) \vee P C_{c}\left(b_{2}\right)\right)$ |
| $I T(b)=I T\left(b_{1}\right)$ | $D T(b)=D T\left(b_{2}\right)$ | $S T\left(b_{1}\right)=$ false, $S T\left(b_{2}\right)=S T(b)$ |
| $\begin{aligned} & \left(\left(\neg P C_{c}\left(b_{2}\right) \wedge T C_{c}\left(b_{2}\right)\right) \vee E C_{c}\left(b_{1}\right)\right) \Rightarrow T C_{c}^{+}\left(b_{1}\right) \Rightarrow\left((E C(b)=\phi) \vee T C_{c}(b) \vee E C_{c}\left(b_{1}\right) \vee S C_{c}\left(b_{2}\right)\right) \\ & T C_{c}^{+}\left(b_{2}\right)=T C_{c}(b) \end{aligned}$ |  |  |
| $\begin{aligned} & \hline \hline \mathbf{T}_{c}(e, z):=\text { if } T C_{c}^{+}\left(b_{1}\right) \text { then }\left(\operatorname{Term}_{c}\left(b_{1}, z\right) \gg \text { Exch }_{c}\left(E C\left(b_{1}\right), S C\left(b_{2}\right), z . Z\left(b_{1}\right)\right) \gg \operatorname{Term}_{c}\left(b_{2}, z\right)\right) \\ & \text { else if } S C_{c}\left(b_{2}\right) \text { then }\left(\operatorname{Term}_{c}\left(b_{1},\{c\}, z\right) \gg \text { Term }\left(b_{2}, z\right)\right) \\ & \text { else }\left(\mathbf{T}_{c}\left(b_{1}, z\right)\left\{>\operatorname{Term}_{c}\left(b_{2}, z\right)\right)\right. \text { endif endif } \\ & \hline \end{aligned}$ |  |  |

Table 12: The specific rules for sequential composition
the component waits for a disrupting message issued at some point after completion of $b$.
In the example in Table 11, component 2 is a missing terminating participant of the second alternative, thus it is notified of its execution. On the other hand, component 3 does not participate in the first alternative, but is not required to terminate it, thus it receives no notification.
Initial (decision-making) terminations of $b$ are no longer forbidden (see Table 16), as they are in (Brinksma and Langerak, 1995). That is because each initial $\delta$ is now controlled by the component $c^{\prime}$ making the choice and guards termination of $\mathbf{T}_{c}(b, z)$ for any other $c \in P C(b)$.

### 4.4 Implementation of sequential composition and action prefix

Implementation of sequential composition is specified in Table 12. Proper sequencing of $b_{1}$ and $b_{2}$ requires that each $c \in E C\left(b_{1}\right)$ reports (by a message $z . Z\left(b_{1}\right)$ ) termination of $\mathbf{T}_{c}\left(b_{1}, z\right)$ to each $c^{\prime} \in S C\left(b_{2}\right)$ (Kant et al., 1996). An analogous solution is employed for implementing action prefix (Table 13).

1) A $c \in T C^{+}\left(b_{1}\right)$ executes $\operatorname{Term}_{c}\left(b_{1}, z\right)$, then its part of the exchanges of message $z . Z\left(b_{1}\right)$ sent from $E C\left(b_{1}\right)$ to $S C\left(b_{2}\right)$, and finally Term ${ }_{c}\left(b_{2}, z\right)$.
2) If $\left(\neg T C_{c}^{+}\left(b_{1}\right) \wedge S C_{c}\left(b_{2}\right)\right)$, the receptions of $z . Z\left(b_{1}\right)$ at $c$ are implemented by upgrading $\mathbf{T}_{c}\left(b_{1}, z\right)$ into Term ${ }_{c}\left(b_{1},\{c\}, z\right)$; afterwards, $c$ proceeds to $\mathrm{Term}_{c}\left(b_{2}, z\right)$.
3) If $\left(\neg T C_{c}^{+}\left(b_{1}\right) \wedge \neg S C_{c}\left(b_{2}\right)\right), c$ concludes $\mathbf{T}_{c}\left(b_{1}, z\right)$ by inaction, that might be disrupted by $\mathrm{Term}_{c}\left(b_{2}, z\right)$ or some later activity.
The various situations are illustrated by the example in Table 14, where one can also observe a situation of $b_{1}$ having both a terminating and a non-terminating alternative.

As terminations of $b_{1}$ are not terminations of $b$, there is no strict rule for $T C_{c}^{+}\left(b_{1}\right)$, but we require that

1) ( $\left.\neg P C_{c}\left(b_{2}\right) \wedge T C_{c}\left(b_{2}\right)\right)$ implies $T C_{c}^{+}\left(b_{1}\right)$, for otherwise $\mathbf{T} e r m_{c}\left(b_{2}, z\right)$, unguarded in $\mathbf{T}(b, z)$, could prematurely disrupt $\mathbf{T}_{c}\left(b_{1}, z\right)$, and
2) $T C_{c}^{+}\left(b_{1}\right)$ implies
$\left((E C(b)=\phi) \vee T C_{c}(b) \vee E C_{c}\left(b_{1}\right) \vee S C_{c}\left(b_{2}\right)\right)$,
to prevent disruption of $\operatorname{Term}_{c}\left(b_{1}, z\right)$ by actions upon termination of $b$ in the alternatives where $c$ doesn't participate in $b_{2}$.

### 4.5 Implementation of disabling

Implementing disabling (Table 15) we encounter similar problems as when implementing choice. The starting actions of the disrupting behaviour $b_{2}$ are alternatives to the actions (including $\delta$ ) in the potentially disrupted $b_{1}$, thus we require (Brinksma and Langerak, 1995) $b_{2}$ to have an unique starting component $c^{\prime}$ that is also the only participant of $b_{1}$. (Kant et al., 1996) has tried to avoid the restriction, but unsuccessfully, with potential protocol errors (Kapus-Kolar, 1999). The difficult problem is that it is not sufficient to individually implement $b_{1}$ and $b_{2}$, if $b_{1}$ is terminating. We need a special termination scheme, like the one explained in the following.
If $b_{2}$ is activated, a termination of $b$ is always a termination of $b_{2}$, and thus properly detected by all the participants of $b$ needing the information, since by the adopted restriction, $\left(P C(b)=P C\left(b_{2}\right)\right)$. However, if $b_{1}$ terminates without being disrupted by $b_{2}, c^{\prime}$ must subsequently report, where necessary, the termination to the other participants of $b$. For a receiving $c^{\prime \prime}$, the situation is exactly as in the case of " $b_{1} \square b_{2}$ ". At $c^{\prime}$, however, the transmission must not be attached sequentially to the $b_{1}$ part (as in (Kant et al., 1996)), because in that position it would be disruptable by the $b_{2}$ part (Kapus-Kolar, 1999). Hence it must be

| $e=b=s^{c^{\prime}} ; b_{2}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $S C_{c}(b)=\left(c=c^{\prime}\right)$ | $E C_{c}(b)=E C_{c}\left(b_{2}\right)$ | $P C_{c}(b)=((c=$ | $\vee P C_{c}\left(b_{2}\right)$ ) |
| $I T(b)=$ false | $D T(b)=D T\left(b_{2}\right)$ | $S T\left(b_{2}\right)=S T(b)$ | $T C_{c}^{+}\left(b_{2}\right)=T C_{c}(b)$ |
| $\begin{gathered} \mathbf{T}_{c}(e, z):=\text { if }\left(c=c^{\prime}\right) \text { then }\left(s^{c^{\prime}} ;\left(\operatorname{Send}_{c}\left(S C\left(b_{2}\right), z . Z\left(b_{1}\right)\right) \gg \operatorname{Term}_{c}\left(b_{2} ; z\right)\right)\right) \\ \quad \text { else if } S C_{c}\left(b_{2}\right) \text { then }\left(\operatorname{Rec}_{c}\left(\left\{c^{\prime}\right\}, z . Z\left(b_{1}\right)\right) \gg \text { Term }_{c}\left(b_{2}, z\right)\right) \\ \text { else Term }{ }_{c}\left(b_{2}, z\right) \text { endif endif } \\ \hline \hline \end{gathered}$ |  |  |  |

Table 13: The specific rules for action prefix

```
\(b=\left(\left(\left(\mathrm{a}^{1} ; \mathrm{b}^{3} ;\left(\left(\mathrm{c}^{1} ; \delta^{1}\right)| | \mid\left(\mathrm{d}^{2} ; \delta^{2}\right)\right)\right)\right]\left[\left(\mathrm{e}^{1} ; \mathrm{f}^{4} ; \mathbf{s t o p}\right)\right) \gg\left(\left(\mathrm{g}^{1} ; \mathrm{h}^{4} ; \mathrm{j}^{1} ; \delta^{1}\right) \| \mid\left(\mathrm{k}^{2} ; \delta^{2}\right)\right)\right)\)
\(F I F O\left(c, c^{\prime}\right)=\left(\left\{c, c^{\prime}\right\}=\{1,2\}\right), T C(b)=\{1,2,3,4\}\)
\(\mathbf{T}_{1}(b, z):=\left(\left(\left(\mathrm{a}^{1} ; \boldsymbol{s e n d}_{3}!z .1 ; \mathbf{r e c}{ }_{3}!z .2 ; \mathrm{c}^{1} ; \delta\right)\right]\left(\mathrm{e}^{\mathrm{L}} ; \mathbf{s e n d} d_{4}!z .3 ;\right.\right.\) stop \(\left.)\right)\)
    \(\gg\left(\right.\) sync \(_{2}!z .4 ; \mathrm{g}^{1} ;\) send \(_{4}!z .5 ;\) rec \(\left.\left._{4}!z .6 ; \mathrm{j}^{1} ; \delta\right)\right)\)
\(\mathbf{T}_{2}(b, z):=\left(\mathbf{r e c}_{3}!z .2 ; \mathrm{d}^{2} ; \mathrm{s}^{2} n c_{1}!z .4 ; \mathrm{k}^{2} ; \delta\right)\)
\(\mathbf{T}_{3}(b, z):=\left(\mathbf{r e c} c_{1}!z .1 ; \mathrm{b}^{3} ;\left(\left(\operatorname{sen} d_{1}!z .2 ; \delta\right) \| \mid\left(\operatorname{sen} d_{2}!z .2 ; \delta\right)\right)\right)\)
\(\mathbf{T}_{4}(b, z):=\left(\left(\mathbf{r e c}_{1}!z .3 ; \mathrm{f}^{4} ;\right.\right.\) stop \()\left[>\left(\mathbf{r e c} c_{1}!z .5 ; \mathrm{h}^{4} ; \operatorname{send} d_{1}!z .6 ; \delta\right)\right)\)
```

Table 14: An example implementation of sequential composition
executed after $c^{\prime}$ exits both parts, implying that the message is also sent if $b_{2}$ is executed (Brinksma and Langerak, 1995). Therefore $\neg T C_{c^{\prime \prime}}^{+}\left(b_{1}\right)$, for the message reports completion of $b$ rather than $b_{1}$.

If $c^{\prime}$ is also the only ending component of $b_{2}, c^{\prime \prime}$ needn't be a terminating component of $b_{2}$ and interprets the reception as a disruption of $\mathrm{T}_{c}\left(b_{2}, z\right)$ (see the example in Table 16). In the opposite case, components (including $c^{\prime}$ ) must first terminate $b_{2}$ (if currently active), before sequentially proceeding to synchronization upon completion of $b$ (Brinksma and Langerak, 1995). However, the second solution is only applicable if for every $c^{\prime \prime} \in\left((T C(b) \cap P C(b)) \backslash\left\{c^{\prime}\right\}\right)$, all the initial actions of $\operatorname{Term}_{c^{\prime \prime}}\left(b_{2}, z\right)$ are also receptions of messages sent by $c^{\prime}$. The simplest way to secure that is to require $|P C(b)|=2$, as it is in (Brinksma and Langerak, 1995).

Initial (decision-making) terminations of $b_{2}$ are no longer forbidden, as they are in (Brinksma and Langerak, 1995). That is because each initial $\delta$ is now controlled by $c^{\prime}$ and guards termination of $\mathbf{T}_{c}(b, z)$ for any other $c \in P C(b)$.

### 4.6 Implementation of parallel composition

Parallel composition of service parts (Table 17), regardless of the extent of their synchronization, introduces no additional protocol messages. Each component simply executes in parallel its local implementations of individual service parts, locally synchronized as specified by the parallel composition operator. To minimize communication costs, we allow separate termination optimization of individual parallel service parts.

If all components communicate synchronously (as for example in process "First" in Table 22), the cross-
cut theorem (Eijk, 1990) for re-grouping of parallel processes applies: One may pretend that it is not that protocol interactions in the implementations of $b_{1}$ and $b_{2}$ share internal system channels and differ only in the message contents, but that the message contents is also a part of the channel name, i.e. that the two implementations use different system channels. Hence as far as synchronization between the service actions in $b_{1}$ and $b_{2}$ is ignored, the distributed server runs the parallel service parts' implementations independently. Moreover, synchronization upon a service action between the parallel service parts is at sole discretion of the component executing the action, i.e. a local matter.
(Kant et al., 1996; Brinksma and Langerak, 1995; Kapus-Kolar, 1997) erroneously (Kapus-Kolar, 1999) presume that the cross-cut theorem also applies to asynchronous communication. The simplest way to establish virtual independence between the implementations of $b_{1}$ and $b_{2}$ in the presence of FIFO channels is to require that there is no asynchronously communicating pair of components belonging to ( $P C\left(b_{1}\right) \cap P C\left(b_{2}\right)$ ). (For example, for process "First" in Table 22 it is crucial that $\neg F I F O(1,2)$.) If the parallel composition is pure interleaving, however, the above restriction is not necessary (as for example in process "Second" in Table 22). That is because the components are known to always be able to receive protocol messages in the global order in which they have been sent, in both the implementation of $b_{1}$ and of $b_{2}$ (Kapus-Kolar, 1998)

### 4.7 Implementation of hiding and renaming

Table 13 indicates that the only property of an action $s^{c}$ that is relevant for mapping $\mathbf{T}$ is its location. Hence hiding commutes with $\mathbf{T}$ and its implementa-

| $e=b=b_{1}$ [ $>b_{2}$ |  |
| :---: | :---: |
| $S C_{c}(b)=\left(S C_{c}\left(b_{1}\right) \vee S C_{c}\left(b_{2}\right)\right)$ | $E C_{c}(b)=\left(E C_{c}\left(b_{1}\right) \vee E C_{c}\left(b_{2}\right)\right)$ |
| $P C_{c}(b)=\left(P C_{c}\left(b_{1}\right) \vee P C_{c}\left(b_{2}\right)\right)$ | $S T\left(b_{1}\right)=S T\left(b_{2}\right)=S T(b)$ |
| $I T(b)=\left(I T\left(b_{1}\right) \vee I T\left(b_{2}\right)\right)$ | $\overline{D T}(b)=\left(\left(E C\left(b_{1}\right) \neq \phi\right) \vee I T\left(b_{2}\right) \vee D T\left(b_{2}\right)\right)$ |
| $T C_{c}^{+}\left(b_{1}\right)=E C_{c}\left(b_{1}\right) ;$ if $\left(E C(b)=P C\left(b_{1}\right)\right)$ then $T C_{c}^{+}\left(b_{2}\right)=P C_{c}\left(b_{1}\right)$ else $T C_{c}^{+}\left(b_{2}\right)=T C_{c}(b)$ endif |  |
| $\begin{aligned} & \hline \exists c^{\prime}:\left(\left(P C\left(b_{1}\right)=S C\left(b_{2}\right)=\left\{c^{\prime}\right\}\right) \wedge\right. \\ &\left.\left(\left(E C(b) \subseteq\left\{c^{\prime}\right\}\right) \vee\left(\left((T C(b) \cap P C(b)) \backslash\left\{c^{\prime}\right\}\right)=\phi\right) \vee(\|P C(b)\|=2)\right)\right) \\ & \hline \hline \end{aligned}$ |  |
| $\begin{array}{r} \hline \mathbf{T}_{c}(e, z):=\frac{\text { if }}{}\left(E C\left(b_{1}\right)=\phi\right) \text { then } \\ \text { else if } P C_{c}\left(b_{1}\right) \text { then } \\ \text { else if } T C_{c}(b) \text { t } \\ \text { if }\left(E C \left(b_{2}\right.\right. \\ \text { else }(\text { Rec } \\ (\mathbf{T} \epsilon \\ \text { if } \\ \text { else } \mathbf{T}_{c}\left(b_{2},\right. \end{array}$ |  |

Table 15: The specific rules for disabling

```
\(b=\left(\left(\mathrm{a}^{1} ; \mathrm{b}^{1} ; \delta^{1}\right)\left[>\left(\delta^{1}\right]\left(\left(\mathrm{d}^{1} ;\left(\left(\mathrm{e}^{2} ; \delta^{2}\right)\| \|\left(\mathrm{f}^{3} ; \delta^{3}\right)\right)\right) \gg\left(\mathrm{g}^{1} ; \delta^{1}\right)\right)\right)\right)\)
\(\forall\left\{c, c^{\prime}\right\}: F I F O\left(c, c^{\prime}\right), T C(b)=\{1,3\}\)
\(\mathbf{T}_{1}(b, z):=\left(\left(\left(\mathrm{a}^{1} ; \mathrm{b}^{1} ; \delta\right)[>(\delta]]\left(\mathrm{d}^{1} ;\left(\left(\right.\right.\right.\right.\right.\) send \(\left._{2}!z .2 ; \delta\right)\|\mid\|\left(\right.\) send \(\left.\left._{3}!z .2 ; \delta\right)\right) \gg\left(\left(\mathbf{r e c} c_{2}!z .3 ; \delta\right) \mid \|\left(\mathbf{r e c} c_{3}!z .3 ; \delta\right)\right)\)
    \(\left.\left.\gg\left(\mathrm{g}^{1} ; \delta\right)\right)\right)\) )
    \(\gg\left(\right.\) send \(\left.\left._{3}!z .1 ; \delta\right)\right)\)
\(\mathbf{T}_{2}(b, z):=\left(\mathbf{r e c}_{1}!z .2 ; \mathrm{e}^{2} ; \mathbf{s e n} d_{1}!z .3 ; \mathrm{stop}\right)\)
\(\mathbf{T}_{3}(b, z):=\left(\left(\mathbf{r e c} c_{1}!z .2 ; \mathbf{f}^{3} ;\right.\right.\) send \(\left.\left._{1}!z .3 ; \mathbf{s t o p}\right) \mid>\left(\mathbf{r e c} c_{1}!z .1 ; \delta\right)\right)\)
```

Table 16: An example implementation of disabling
tion is trivial (Table 18). To enforce the commuting for renaming, we require that all renamings are local to individual server components (Table 19). An example implementation of hiding and renaming is given in Table 22.

### 4.8 Implementation of process definition and instantiation

An explicit process $p$ is implemented at a component $c$ as an explicit process $p_{c}(n)$ (Table 20), where formal parameter $n$ carries the process instance identifier (Table 21). For the main process Server we presume that it might be necessary for its termination to be a common action of the server environment and all the server components. An example implementation of multiple concurrent instances of a process is process "Second" in Table 22. Note that in the example, simplification of all $z . Z(b)$ into $Z(b)$, suggested for the example in Table 7, would result in an erroneous protocol.

## 5 Discussion and Conclusions

We have proposed a correctness-preserving transformation for functionality decomposition based on specifications written in Basic LOTOS (Bolognesi and Brinksma, 1987), the core sublanguage of the stan-
dard specification language LOTOS. Given a specification of the required external behaviour (the expected service) of a system and a partitioning of the specified service actions among the system components, the transformation derives behaviour of individual components implementing the service. A correctness proof is provided in (Kapus-Kolar, 1998).

| $e=b=$ hide $G$ in $b_{1}$ |  |
| :---: | :---: |
| $S C_{c}(b)=S C_{c}\left(b_{1}\right)$ | $E C_{c}(b)=E C_{c}\left(b_{1}\right)$ |
| $P C_{c}(b)=P C_{c}\left(b_{1}\right)$ | $I T(b)=I T\left(b_{1}\right)$ |
| $S T\left(b_{1}\right)=S T(b)$ | $D T(b)=D T\left(b_{1}\right)$ |
| $T C_{c}\left(b_{1}\right)=T C_{c}(b)$ |  |
| $\mathrm{T}_{c}(e, z):=$ hide $\mathbf{P}$ | $j_{c}(G) \mathrm{i} n \mathrm{~T}_{c}\left(b_{1}, z\right)$ |

Table 18: The specific rules for hiding
Our algorithm enhances and integrates the algorithms of (Kant et al., 1996; Brinksma and Langerak, 1995). As the two algorithms are themselves a synthesis of the earlier similar approaches, and thoroughly compared to them, in the following we only compare our algorithm to the two algorithms.

- Unlike (Brinksma and Langerak, 1995), our algorithm is applicable to multi-party servers.
- It is applicable to servers with both synchronous and asynchronous inter-component channels, while (Kant

| $e=b=b_{1}\|G\| b_{2}$ |  |
| :--- | :--- |
| $S C_{c}(b)=\left(S C_{c}\left(b_{1}\right) \vee S C_{c}\left(b_{2}\right)\right)$ | $E C_{c}(b)=\left(E C_{c}\left(b_{1}\right) \vee E C_{c}\left(b_{2}\right)\right)$ |
| $P C_{c}(b)=\left(P C_{c}\left(b_{1}\right) \vee P C_{c}\left(b_{2}\right)\right)$ | $I T(b)=\left(I T\left(b_{1}\right) \wedge I T\left(b_{2}\right)\right)$ |
| $S T\left(b_{1}\right)=S T\left(b_{2}\right)=t r u e$ | $D T(b)=\left(D T\left(b_{1}\right) \vee D T\left(b_{2}\right)\right)$ |
| $T C_{c}^{+}\left(b_{1}\right)=T C_{c}^{+}\left(b_{2}\right)=T C_{c}(b)$ |  |
| $(G=\phi) \vee \neg \exists\left\{c, c^{\prime}\right\} \subseteq\left(P C\left(b_{1}\right) \cap P C\left(b_{2}\right)\right): F I F O\left(c, c^{\prime}\right)$ |  |
| $\mathbf{T}_{c}(e, z):=\left(T e r m_{c}\left(b_{1}, z\right)\left\|\mathbf{P r o j}{ }_{c}(G)\right\|\right.$ Term $\left.\left(b_{2}, z\right)\right)$ |  |

Table 17: The specific rules for parallel composition

```
Server \(:=\left(\right.\) First \(\left[\mathrm{a}^{1}, \mathrm{c}^{2}\right] \mid\) Second \()\)
First \(:=\) hide \(\mathrm{b}^{2} \mathbf{i} n\left(\left(\left(\left(\mathrm{a}^{1} ; \delta^{1}\right) \mid \|\left(\mathrm{b}^{2} ; \delta^{2}\right)\right) \gg\left(\mathrm{c}^{2} ; \delta^{2}\right)\right)\left|\left[\mathrm{b}^{2}\right]\right|\left(\mathrm{d}^{1} ; \mathrm{b}^{2} ; \delta^{2}\right)\right)\)
Second \(:=\left(\left(\mathbf{r e n} \mathrm{A}^{1} \rightarrow \mathrm{a}^{1} \mathrm{~B}^{3} \rightarrow \mathrm{~b}^{3} \mathrm{C}^{2} \rightarrow \mathrm{c}^{2} \mathbf{i}\right.\right.\) n \(\left.\operatorname{Proc}\right) \| \mid\left(\mathbf{r e n} \mathrm{A}^{1} \rightarrow \mathrm{x}^{1} \mathrm{~B}^{3} \rightarrow \mathrm{y}^{3} \mathrm{C}^{2} \rightarrow \mathrm{z}^{2}\right.\) in \(\left.\left.\operatorname{Proc}\right)\right)\)
Proc : \(=\left(\left(\left(\mathrm{A}^{1} ; \delta^{1}\right) \| \mid\left(\mathrm{B}^{3} ; \delta^{3}\right)\right) \gg\left(\mathrm{C}^{2} ; \delta^{2}\right)\right)\)
\(F I F O\left(c, c^{\prime}\right)=\left(\left\{c, c^{\prime}\right\} \neq\{1,2\}\right)\)
Server \(_{1}:=\left(\right.\) First \(_{1}(1)\left|\left[\mathrm{a}^{\mathrm{I}}\right]\right|\) Second \(\left.{ }_{1}(2)\right)\)
First \(1_{1}(\mathrm{z}):=\left(\left(\mathrm{a}^{1} ; \mathrm{sync}_{2}!\mathrm{z} .1 ; \delta\right)| | \mid\left(\mathrm{d}^{1} ; \mathrm{sync}_{2}!\mathrm{z} .2 ; \delta\right)\right)\)
\(\operatorname{Second}_{1}(\mathrm{z}):=\left(\left(\mathbf{r e n} \mathrm{A}^{1} \rightarrow \mathrm{a}^{1}\right.\right.\) in \(\left.\operatorname{Proc}_{1}(\mathrm{z} .1)\right)\| \|\left(\mathrm{ren} \mathrm{A}^{1} \rightarrow \mathrm{x}^{1}\right.\) in \(\left.\left.\operatorname{Proc}_{1}(\mathrm{z} .2)\right)\right)\)
\(\operatorname{Proc}_{1}(\mathrm{z}):=\left(\mathrm{A}^{1} ; \mathrm{sync}_{2}!\mathrm{z} .1 ; \delta\right)\)
Server \(_{2}:=\left(\right.\) First \(_{2}(1)\left|\left[\mathrm{c}^{2}\right]\right|\) Second \(\left._{2}(2)\right)\)
\(\operatorname{First}_{2}(\mathrm{z}):=\mathbf{h}\) ide \(\mathrm{b}^{2} \mathrm{i} n\left(\left(\mathrm{~b}^{2} ; \mathrm{sync}_{1}!\mathrm{z} .1 ; \mathrm{c}^{2} ; \delta\right)\left|\left[\mathrm{b}^{2}\right]\right|\left(\mathbf{s}^{2} n \mathrm{c}_{1}!\mathrm{z} .2 ; \mathrm{b}^{2} ; \delta\right)\right)\)
Second \(_{2}(\mathrm{z}):=\left(\left(\mathbf{r e n} \mathrm{C}^{2} \rightarrow \mathrm{c}^{2}\right.\right.\) in \(\left.\operatorname{Proc}_{2}(\mathrm{z} .1)\right)\| \|\left(\mathrm{ren} \mathrm{C}^{2} \rightarrow \mathrm{z}^{2}\right.\) in \(\left.\left.\operatorname{Proc}_{2}(\mathrm{z} .2)\right)\right)\)
\(\operatorname{Proc}_{2}(\mathrm{z}):=\left(\left(\left(\mathbf{s y n c}_{1}!\mathrm{z} .1 ; \delta\right) \|| |\left(\mathbf{r} e c_{3}!\mathrm{z} .1 ; \delta\right)\right) \gg\left(\mathrm{C}^{2} ; \delta\right)\right)\)
Server \(_{3}:=\) Second \(_{3}(2)\)
Second \(_{3}(\mathrm{z}):=\left(\left(\mathbf{r e n} \mathrm{B}^{3} \rightarrow \mathrm{~b}^{3}\right.\right.\) in \(\left.\operatorname{Proc}_{3}(\mathrm{z} .1)\right)\| \|\left(\mathbf{r e n} \mathrm{B}^{3} \rightarrow \mathrm{y}^{3}\right.\) in \(\left.\left.\operatorname{Proc}_{3}(\mathrm{z} .2)\right)\right)\)
\(\left.\operatorname{Proc}_{3}(\mathrm{z}):=\left(\mathrm{B}^{3} ; \operatorname{send}_{2}!\mathrm{z} .1 ; \delta\right)\right)\)
```

Table 22: An example implementation of parallel composition, hiding, renaming and process instantiation

| $e=b=\mathbf{r e n} R$ in $b_{1}$ |  |
| :--- | :--- |
| $S C_{c}(b)=S C_{c}\left(b_{1}\right)$ | $E C_{c}(b)=E C_{c}\left(b_{1}\right)$ |
| $P C_{c}(b)=P C_{c}\left(b_{1}\right)$ | $I T(b)=I T\left(b_{1}\right)$ |
| $S T\left(b_{1}\right)=S T(b)$ | $D T(b)=D T\left(b_{1}\right)$ |
| $T C_{c}\left(b_{1}\right)=T C_{c}(b)$ |  |
| $\left(\left(u_{1}^{c} \rightarrow g\right) \in R\right) \Rightarrow \exists u_{2}:\left(g=u_{2}^{c}\right)$ |  |
| $\mathbf{T}_{c}(e, z):=\mathbf{r e n} \mathbf{P r o j}{ }_{c}(R) \mathbf{i} n \mathbf{T}_{c}\left(b_{1}, z\right)$ |  |

Table 19: The specific rules for renaming
et al., 1996) only supports asynchronous communication. As such, our algorithm has wide applicability (see the Introduction) and is also suitable for hardware/software co-design.

- The algorithm corrects an error identified in (Brinksma and Langerak, 1995) and several identified in (Kant et al., 1996). It is also more general, in the sense that it supports implementation of decisionmaking terminations.
- The algorithm provides means for the generation of more efficient protocols (with less intercomponent communication), based on the following observation: If there are two consecutive service parts $b_{1}$ and $b_{2}$, the only server components that really must detect the termination of $b_{1}$ are those executing its ending

| $e=\left(p:=b_{1}\right)$ |  |
| :--- | :--- |
| $S C_{c}(p)=S C_{c}\left(b_{1}\right)$ | $E C_{c}(p)=E C_{c}\left(b_{1}\right)$ |
| $P C_{c}(p)=P C_{c}\left(b_{1}\right)$ | $I T(p)=I T\left(b_{1}\right)$ |
| $S T\left(b_{1}\right)=S T(p)$ | $D T(p)=D T\left(b_{1}\right)$ |
| $T C_{c}^{+}\left(b_{1}\right)=T C_{c}(p)$ |  |
| $\mathbf{T}_{c}(e, z):=\left(p_{c}(n):=\mathbf{T e r m}\right.$ |  |

Table 20: The specific rules for process definition
actions. Other participants of $b_{1}$ can as well conclude its execution by inaction that is later disrupted by actions announcing execution of $b_{2}$, for it is the start of $b_{2}$ - not the formal termination of $b_{1}$ - that is relevant to the service users. Even if there is no $b_{2}$ following $b_{1}$, it might still be more efficient for a non-ending participant of $b_{1}$ not to care about its termination, but rather conclude its part of $b_{1}$ with inaction later disrupted by termination-signalling messages from the ending participants of $b_{1}$.

- The algorithm is more flexible, for it allows one to employ the above communication-reduction principle to an extent best meeting his/her various optimization criteria, reduction of inter-component communication often being just one of them. If the principle is only employed where mandatory for protocol correctness,

| $e=b=p$ |  |
| :--- | :--- |
| $S C_{c}(b)=S C_{c}(p)$ | $E C_{c}(b)=E C_{c}(p)$ |
| $P C_{c}(b)=P C_{c}(p)$ | $D T(b)=D T(p)$ |
| if $(p=S e r v e r)$ then $S T(p)=$ true |  |
| else $S T(p)=(S T(p) \vee S T(b))$ |  |
| if $(p=S e r v e r)$ then $T C_{c}(p)=$ true |  |
| else $T C_{c}(p)=T C_{c}(b)$ |  |
| $\mathbf{T}_{c}(e, z):=p_{c}(z . Z(b))$ |  |

Table 21: The specific rules for process instantiation
the algorithm reduces to a corrected version of (Kant et al., 1996; Brinksma and Langerak, 1995) adapted for multi-party servers with synchronous and/or asynchronous inter-component channels.

It seems that one should prefer our algorithm to (Kant et al., 1996; Brinksma and Langerak, 1995), though it could be further improved by more exact computation of service specification subexpression attributes and restrictions, that would widen its applicability and/or increase the efficiency of the derived protocols. Other items for further study are the same as for the two former algorithms:

- introduction of inter-component co-ordination schemes that would render the various restrictions on the service specification structure unnecessary, i.e. allow distributed decision-making, as for a very limited setting suggested in (Langerak, 1990). There is presently no adequate solution that would not ruin the compositionality of the algorithm, thereby making the service/protocol relationship difficult to understand.
- extension to service actions with data parameters and to timed service actions. Our experience (KapusKolar, 1991a,b) shows that it is typically possible to convey data and timing information piggybacked in the protocol messages already present if data and time are ignored, i.e. in the messages introduced by the above presented algorithm. Of course, provided that the messages are sent at appropriate points of service execution. Hence again the message-scheduling flexibility of our algorithm proves convenient, particularly in the presence of real-time requirements and protocol channels with substantial transit delay.
- generalization to unreliable protocol channels, though it presently seems that it would be better to solve the problem below the application layer of the system. For recovery from errors requires returning to previous states, but the concept of an explicit state is not defined in LOTOS.

The algorithm as it is now is useful as a set of hints on how to systematically design correct and efficient distributed service implementations. To complete the work, it would be desirable to implement the algorithm within a CAD tool. The mapping itself is trivial to implement, but the communication optimization part is complicated, if one wants to give the algorithm the
best possible performance. Even optimization criteria are not well known; it would be convenient to have them derived automatically from a more detailed specification of the system and the service, particularly from requirements regarding action parameters and quantitative timing, and the information on the invocation probability for individual service parts. Thus we decided to postpone the implementation of the algorithm till completion of a thorough study on the subject.
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#### Abstract

An application-level technique is described for farmer-worker parallel applications which allows a worker to be added or removed from the computing farm at any moment of the run time without affecting the overall outcome of the computation. The technique is based on uncoupling the farmer from the workers by means of a separate module which asynchronously feeds these latter with new "units of work" on an on-demand basis, and on a special feeding strategy based on bookkeeping the status of each work-unit. An augmentation of the LINDA model is finally proposed to exploit the bookkeeping algorithm for tuple management.


## 1 Introduction

Parallel computing is nowadays the only technique that can be used in order to achieve the impressive computing power needed to solve a number of challenging problems; as such, it is being employed by an ever growing community of users in spite of what we feel as two main disadvantages, namely:

1. harder-to-use programming techniques, programming models and development tools-if any,which sometimes translate into programs that don't match as efficiently as expected with the underlying parallel hardware, and
2. the inherently lower level of dependability that characterizes any such parallel hardware, i.e., a higher probability for events like a node's permanent or temporary failure.

A real, effective exploitation of any given parallel computer asks for solutions which take into a deep account the above outlined problems.

Let us consider for example the synchronous farmerworker algorithm, i.e., a well-known model for structuring data-parallel applications: a master process, namely the farmer, feeds a pool of slave processes, called workers, with some units of work. The slave processes then execute some job on their units. The master then polls the slaves until they return their partial results that are eventually recollected and saved. Though quite simple, this scheme may give good results, especially in homogeneous, dedicated environments.

But how does this model react to events like a failure of a worker, or more simply to a worker's performance degradation due, e.g., to the exhaustion of any vital resource? Without substantial modifications, this scheme is not able to cope with these eventsthey would seriously affect the whole application or its overall performances, regardless the high degree of hardware redundancy implicitly available in any parallel system. The same unflexibility prevents a failed worker to re-enter the computing farm once it has regained the proper operational state.

As opposed to this synchronous structuring, it is possible for example to implement the farmer-worker model by de-coupling the farmer from the workers by means of an intermediate module, a dispatcher which asynchronously feeds these latter and supplies them with new units of work on an on-demand basis. This strategy guarantees some sort of a dynamic balancing of the workload even in heterogeneous, distributed environments, thus exhibiting a higher matching to the parallel hardware. The Live Data Structure computational paradigm, known from the LINDA context, makes this particularly easy to set up (see for example De Florio, Murgolo and Spinelli, 1994).

With this approach it is also possible to add a new worker at run-time without any notification to both the farmer and the intermediate modulethe newcomer will simply generate additional, nondistinguishable requests for work. But again, if a worker fails or its performances degrade, the whole application may fail or its overall outcome be affected or seriously delayed. This is particularly important
when one considers the inherent loss in dependability of any parallel, (i.e., replicated) hardware.
Next sections introduce and discuss a modification to the above sketched asynchronous scheme, which inherits the advantages of its parent and offers new ones, namely:

- it allows a non-solitary, temporarily slowed down worker to be left out of the processing farm as long as its performance degradation exists, and
- it allows a non-solitary worker which has been permanently affected by some fault to be definitively removed from the farm,
both of them without affecting the overall outcome of the computation, and dynamically spreading the workload among the active processors in a way that results in an excellent match to various different MIMD architectures.


## 2 The Technique

For the purpose of describing the technique we define the following scenario: a MIMD machine disposes of $n+2$ identical "nodes" ( $n>0$ ), or processing entities, connected by some communication line. On each node a number of independent sequential processes are executed on a time-sharing basis. A message passing library is available for sending and receiving messages across the communication line. A synchronous communication approach is used: a sender blocks until the intended receiver gets the message. A receiver blocks waiting for a message from a specific sender, or for a message from a number of senders. When a message arrives, the receiver is awaken and is able to receive that message and to know the identity of the sender. Nodes are numbered from 0 to $n+1$. Node 0 is connected to an input line and node $n+1$ is connected to an output line.

- Node 0 runs:
- a Farmer process, connected by the input line to an external producer device. In the following we consider a camera as the producer device. A control line wires again the Farmer to the camera, so that this latter can be commanded to produce new data and eventually send this data across the input line;
- a Dispatcher process, yet to be described.
- Node $n+1$ runs a Collector process, to be described later on, connected by the output line to an external storage device, e.g., a disk;
- Each of the nodes from 1 to $n$ is purely devoted to the execution of one instance of the Worker process. Each Worker is connected to the Dispatcher and to the Collector processes.


### 2.1 Interactions Between the Farmer and the Dispatcher

On demand of the Farmer process, the camera sends it an input image. Once it has received an image, the Farmer performs a predefined, static data decomposition, creating $m$ equally sized sub-images, or blocks. Blocks are numbered from 1 to $m$, and are represented by variables $b_{i}, 1 \leq i \leq m$.

The Farmer process interacts exclusively with the camera and with the Dispatcher process.

- Three classes of messages can be sent from the Farmer process to the Dispatcher (see Fig. 1):
class-1 message: a NEW_RUN message, which means: "a new bunch of data is available";
class-2 message: a STOP message, which means that no more input is available so the whole process has to be terminated;
class-3 message: a couple $\left(k, b_{k}\right), 1 \leq k \leq m$, i.e., an integer which identifies a particular block (it will be referred from now on as a "block-id"), followed by the block itself.
- The only type of message that the Dispatcher process sends to the Farmer process is a block-id, i.e., a single integer in the range $\{1, \ldots, m\}$ which expresses the information that a certain block has been fully processed by a Worker and recollected by the Collector (see $\S 2.3$.)

At the other end of the communication line, the Dispatcher is ready to process a number of events triggered by message arrivals. For example, when a class3 message comes in, the block is stored into a work buffer as follows:

```
receive ( }k,\mp@subsup{b}{k}{}\mathrm{ )
sk}\leftarrow~\mathrm{ DISABLED
wk}\leftarrow\leftarrow\mp@subsup{b}{k}{
```

(Here, receive is the function for receiving an incoming message, $\vec{s}$ is a vector of $m$ integers pre-initialized to DISABLED, which represents some status information that will be described later on, and $\vec{w}$ is a vector of "work buffers", i.e., bunches of memory able to store any block. DISABLED is an integer which is not in the set $\{1, \ldots, m\}$. The " $\leftarrow$ " sign is the assignment operator.)

As the Farmer process sends a class-1 message, that is, a NEW_RUN signal, the Dispatcher processes that event as follows:

```
s}\leftarrow
broadcast RESUME
```

that is, it zeroes each element of $\vec{s}$ and then broadcasts the RESUME message to the whole farm.

When the first image arrives to the Farmer process, it produces a series $\left(b_{i}\right)_{1 \leq i \leq m}$, and then a sequence of messages $\left(i, b_{i}\right)_{1 \leq i \leq m}$. Finally, the Farmer sends a NEW_RUN message.

Starting from the second image, and while there are images to process from the camera, the Farmer performs the image decomposition in advance, thus creating a complete set of ( $k, b_{k}$ ) couples. These couples are then sent to the Dispatcher on an on-demand basis: as soon as block-id $i$ comes in, couple ( $i, b_{i}$ ) is sent out. This is done for anticipating the transmission of the couples belonging to the next run of the computation. When eventually the last block-id of a certain run has been received, a complete set of "brand-new" blocks is already in the hands of the Dispatcher; at that point, sending the one NEW_RUN message will simultaneously enable all blocks.

### 2.2 Interactions Between the Dispatcher and the Workers

The Dispatcher interacts with every instance of the Worker process.

- Four classes of messages can be sent from the Dispatcher to the Workers (see Fig. 1):

1. a SLEEP message, which sets the receiver into a wait condition;
2. a RESUME message, to get the receiver out of the waiting state;
3. a STOP message, which makes the Worker terminate;
4. a $(k, w)$ couple, where $w$ represents the input data to be elaborated.

- Worker $j, 1 \leq j \leq n$, interacts with the Dispatcher by sending it its worker-id message, i.e., the $j$ integer. This happens when Worker $j$ has finished dealing with a previously sent $w$ working buffer and is available for a new ( $k, w$ ) couple to work with.

In substance, Worker $j$ continuously repeats the following instructions in a loop:

```
send j to Dispatcher
receive message from Dispatcher
process message
```

Clearly, send transmits a message. The last instruction, in dependence with the class of the incoming message, results in a number of different operations:

- if the message is a SLEEP, the Worker waits until the arrival of a RESUME message, which makes it resume the loop, or the arrival of any other message, which means that an error has occurred;
- if it is a STOP message, the Worker breaks the loop and exits the farm;
- if it is a $(k, w)$ couple, the Worker starts computing the value $f(w)$, where $f$ is some user-defined function, e.g., an edge detector. If a RESUME event is raised during the computation of $f$, that computation is immediately abandoned and the Worker restarts the loop. Contrarywise, the output couple ( $k, f(w)$ ) is sent to the Collector process.

When the Dispatcher gets a $j$ integer from Worker $j$, its expected response is a new ( $k, w$ ) couple, or a SLEEP. What rules in this context is the $\vec{s}$ vector-if all entries of $\vec{s}$ are DISABLED, then a SLEEP message is sent to Worker $j$. Otherwise, an entry is selected among those with the minimum non-negative value, say entry $l$, and a $\left(l, b_{l}\right)$ message is then sent as a response. $s_{l}$ is finally incremented by 1.

More formally, considered set

$$
S=\left\{i \mid 1 \leq i \leq m \wedge s_{i} \neq \text { DISABLED }\right\}
$$

if $S$ is non-empty it is possible to partition $S$ according to the equivalence relation $R$ such that:

$$
[i]_{R}=\left\{j \mid 1 \leq j \leq m \wedge s_{i}=s_{j}\right\}
$$

Then let us consider function $f: S / R \rightarrow \mathbb{N}$ such that $\forall[i] \in S / R: f([i])=s_{i}$. Now, first let us consider $a=\min f(S / R)$; then we choose $l \in f^{-1}(a)$ in any way, e.g., pseudo-randomly; finally, message ( $l, b_{l}$ ) is sent to Worker $j, s_{l}$ is incremented, and the partition is reconfigured accordingly. If $S$ is the empty set, a SLEEP message is generated.

In other words, entry $s_{i}$ when greater than or equal to 0 represents some sort of a priority identifier (the lower the value, the higher the priority for block $b_{i}$ ). The block to be sent to a requesting Worker process is always selected among those with the highest priority; after the selection, $s_{i}$ is updated incrementing its value by 1 . In this way, the content of $s_{i}$ represents the degree of "freshness" of block $b_{i}$ : it substantially counts the number of times it has been picked up by a Worker process; fresher blocks are always preferred.

As long as there are "brand-new" blocks, i.e., blocks with a freshness attribute of 0 , these are the blocks which are selected and distributed. Note that this means that as long as the above condition is true, each Worker deals with a different unit of work; on the contrary, as soon as the last brand-new block is distributed, the model admits that a same block may be assigned to more than one Worker.

This is tolerated up to a certain threshold value; if any $s_{i}$ becomes greater than that value, an alarm event is raised-too many workers are dealing with the same input data, which might mean that they are all affected by the same problem, e.g., a software bug resulting in an error when $b_{i}$ is being processed. We won't deal with this special case. Another possibility is that two or more Workers had finished their work almost at the same time thus bringing rapidly a flag to the threshold. Waiting for the processing time of one block may supply the answer.

A value of DISABLED for any $s_{i}$ means that its corresponding block is not available to be computed. It is simply not considered during the selection procedure.

### 2.3 Interactions Between the Workers and the Collector

Any Worker may send just one class of messages to the Collector; no message is sent from this latter to any Worker (see Fig. 1).

The only allowed message is the couple ( $k, o$ ) in which $o$ is the fully processed output of the Worker's activity on the $k^{\text {th }}$ block.

The Collector's task is to fill a number of "slots", namely $p_{i}, i=1, \ldots, m$, with the outputs coming from the Workers. As two or more Workers are allowed to process a same block thus producing two or more ( $k, o$ ) couples, the Collector runs a vector of status bits, viz. $\vec{f}$, which records the status of each slot: if $f_{i}$ is FREE then $p_{i}$ is "empty," i.e., it has never been filled in by any output before; if it is BUSY, it already holds an output. $\vec{f}$ is firstly initialized to FREE.

For each incoming message from the Worker, the Collector repeats the following sequence of operations:

```
receive (k,o) from Worker
if f}\mp@subsup{f}{k}{}\mathrm{ is equal to FREE
    then
            send k to Dispatcher
            pk}
            fk}\leftarrow\mathrm{ BUSY
            check-if-full
    else
            detect
endif
```

where:
check-if-full checks if, due to the last arrival, all entries of $\vec{f}$ have become BUSY. In that case, a complete set of partial outputs has been recollected and, after some user-defined postprocessing (for example, a polygonal approximation of the chains of edges produced by the Workers), a global output can be saved, and the flag vector re-initialized:

```
if }\vec{f}\mathrm{ is equal to BUSY
        then
            post-process }\vec{p
            save }\vec{p
            \vec { f } \leftarrow F F R E E
endif
```

detect is a user-defined functionality-he/she may choose to compare the two o's so to be able to detect any inconsistency and start some recovery action, or may simply ignore the whole message.

Note also that an acknowledgment message (the block-id) is sent from the Collector to the Dispatcher, to inform it that an output slot has been occupied, i.e., a partial output has been gathered. This also means that the Farmer can anticipate the transmission of a block which belongs to the next run, if any.

### 2.4 Interactions Between the Collector and the Dispatcher

As just stated, upon acceptance of an output, the collector sends a block-id, say integer $k$, to the Dispatcher-it is the only message that goes from the Collector to the Dispatcher.

The Dispatcher then simply acts as follows:

```
sk}\leftarrow\mathrm{ DISABLED
send k to Farmer
```

that is, the Dispatcher "disables" the $k^{\text {th }}$ unit of work-set $S$ as defined in $\S 2.2$ is reduced by one element and consequently partition $S / R$ changes its shape; then the block-id is propagated to the Farmer (see Fig. 1).

On the opposite direction, there is only one message that may travel from the Dispatcher to the Collector: the STOP message that means that no more input is available and so processing is over. Upon reception of this message, the Collector stops itself, like any other receiver in the farm does.

## 3 Discussions and Conclusions

The just proposed technique uses asynchronicity in order to efficiently match to a huge class of parallel and distributed architectures. It also uses the redundancy which is inherent to parallelism to make an application able to cope with events like, e.g., a failure of a node, or a node being slowed down, temporarily or not.

- If a node fails while it is processing block $k$, then no output block will be transferred to the Collector. When no more "brand-new" blocks are available, block $k$ will be assigned to one or more Worker processes, up to a certain limit. During this phase the replicated processing modules of
the parallel machine may be thought of as part of a hardware redundancy fault-tolerant mechanism. This phase is over when any Worker module delivers its output to the Collector and consequently all others are possibly explicitly forced to resume their processing loop or, if too late, their output is discarded;
- if a node has been for some reason drastically slowed down, then its block will be probably assigned to other possibly non-slowed Workers. Again, the first who succeeds, its output is collected; the others are stopped or ignored.

In any case, from the point of view of the Farmer process, all these events are completely masked. The mechanism may be provided to a user in the form of some set of basic functions, making all technicalities concerning both parallel programming and fault tolerance management transparent to the programmer.

Of course, nothing prevents the concurrent use of other fault tolerance mechanisms in any of the involved processes, e.g., using watchdog timers to understand that a Worker has failed and consequently reset the proper entry of vector $\vec{f}$. The ability to re-enter the farm may also be exploited committing a reboot of a failed node and restarting the Worker process on that node.

### 3.1 Reliability Analysis

In order to compare the original, synchronous farmerworker model with the one described in this paper, a first step is given by observing that the synchronous model depicts a series system (Johnson 1989), i.e., a system in which each element is required not to have failed for the whole system to operate. This is not the case of the model described in this paper, in which a subset of the elements, namely the Worker farm, is a parallel system (Johnson 1989): if at least one Worker has not failed, so it is for the whole farm subsystem. Note how Fig. 1 may be also thought of as the reliability block diagram of this system.

Considering the sole farm subsystem, if we let $C_{i}(t), 1 \leq i \leq n$, be the event that Worker on node $i$ has not failed at time $t$, and we let $R(t)$ be the reliability of any Worker at time $t$ then, under the assumption of mutual independency between the events, we can conclude that:

$$
\begin{align*}
& R_{s}(t) \stackrel{\text { def }}{=} P\left(\bigcap_{i=1}^{n} C_{i}(t)\right)= \\
& \prod_{i=1}^{n} R(t)=(R(t))^{n} \tag{1}
\end{align*}
$$

being $R_{s}(t)$ the reliability of the farm as a series system, and

$$
\begin{array}{r}
R_{p}(t) \stackrel{\text { def }}{=} 1-P\left(\bigcap_{i=1}^{n} \overline{C_{i}}(t)\right)= \\
1-\prod_{i=1}^{n}(1-R(t))=1-(1-R(t))^{n} \tag{2}
\end{array}
$$

where $R_{p}(t)$ represents the reliability of the farm as a parallel system. Of course failures must be independent, so again data-induced errors are not considered. Figure 2 shows the reliability of the farm in a series and in a parallel system as a Worker's reliability goes from 0 to 1 .

### 3.2 An Augmented LINDA Model

The whole idea pictured in this paper may be implemented in a LINDA tuple space manager (see for example Carriero \& Gelernter, 1989). Apart from the standard functions to access "common" tuples, a new set of functions may be supplied which deal with "book-kept tuples," i.e., tuples that are distributed to requestors by means of the algorithm sketched in $\S 2.2$. As an example:
fout (for fault-tolerant out) may create a book-kept tuple, i.e., a content-addressable object with book-kept accesses;
frd (fault-tolerant rd) may get a copy of a matching book-kept tuple, chosen according to the algorithm in §2.2;
fin (fault-tolerant in) may read-and-erase a matching book-kept tuple, chosen according to the algorithm in §2.2,
and so on. The ensuing augmented LINDA model results in an abstract, elegant, efficient, dependable, and transparent mechanism to exploit a parallel hardware.

### 3.3 Future Directions

The described technique is currently being implemented on a Parsytec CC system with the EPX/AIX environment (Parsytec GmbH, 1996) using PowerPVM/EPX (Genias GmbH, 1996), a homogeneous version of the PVM message passing library (Beguelin et al., 1994); it will also be tested in heterogeneous, networked environments managed by PVM. Some work towards the definition and the development of an augmented LINDA model is currently being done.
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Figure 1: Summary of the interactions among the processes.


Figure 2: For a fixed value $\bar{t}$, a number of graphs of $R_{p}(\bar{t})$ (the reliability of the parallel system) and $R_{s}(\bar{t})$ (the reliability of the series system) are portrayed as functions of $R(\bar{t})$, the reliability of a Worker at time $\bar{t}$, and $n$, the number of the components. Each graph is labeled with its value of $n$; those above the diagonal portray reliabilities of parallel systems, while those below the diagonal pertain series systems. Note that for $n=1$ the models coincide, while for any $n>1 R_{p}(\bar{t})$ is always above $R_{s}(\bar{t})$ except when $R(\bar{t})=0$ (no reliable Worker) and when $R(\bar{t})=1$ (totally reliable, failure-free Worker).
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We consider agent properties in multi-agent systems. These properties are characterized by knowledge operators and temporal operators (the past and future temporal operators). The properties relate the knowledge of two agents, and can be very helpful in analyzing the respective multi-agent system.

## 1 Introduction

The ${ }^{1}$ theory of multi-agent systems is described in [1]. Incorporating knowledge and time in multi-agent system is given in [1], [2], and [4]. The temporal operators are described in [3]. In this paper, we consider in detail some new agent properties in multi-agent systems. These properties relate the knowledge of two agents, and can be very useful in analyzing the respective multi-agent system. The paper consists of five sections and an Appendix containing all the proofs of the stated propositions. In Section 2, we introduce the basic notions of multi-agent systems. In Section 3 , we define the knowledge operators and the past and future temporal operators. Section 4 contains Proposition (more knowledgeable) the past propositions: Proposition (•), Proposition ( $\uparrow$ ), Proposition (■), Proposition ( $S$ ), and Proposition ( $B$ ). In addition, Section 4 contains the future propositios: Proposition (o), Proposition ( $\diamond$ ), Proposition ( $\square$ ), Proposition ( $\mathcal{U}$ ), and Proposition $(\mathcal{W})$. The propositions state the relationship between the knowledge of two agents. Conclusions are given in Section 5. The Appendix contains the proofs of all the propositions mentioned above.

## 2 Basic notions

In this section, we introduce some basic concepts and notations. Suppose we have a group consisting of $m$ agents, named $1,2, . ., m$. An agent may be a man (a real agent), a software module or a communicated robot (an artificial agent). Even, an agent may be a component of a computer system (a wire or a message buffer). We assume these agents wish to reason about

[^2]a world that can be described in terms of a nonempty set P of primitive propositions. A language is just a set of formulas, where the set of formulas $L K$ of interest to us is defined as follows.
(1) The primitive propositions in P are formulas,
(2) If $F$ and $G$ are formulas, then so are $\neg F,(F \vee G),(F \wedge G),(F \Rightarrow G),(F \Leftrightarrow G)$, and $K_{i}(F)$ for all $i \in\{1,2, . ., m\}$, where $K_{i}$ is a modal operator. A Kripke structure $M$ for an agent group $\{1,2, . ., m\}$ over P is a tuple $M=\left(S, I, k_{1}, k_{2}, . ., k_{m}\right)$, where $S$ is a set of possible worlds, $I$ is an interpretation that associates with each world in $S$ a truth assignment to the primitive propositions in $P$, and $\mathrm{k} 1, \mathrm{k} 2, . . \mathrm{km}$ are binary relation on S , called the possibility relations for agents $1,2, \ldots, \mathrm{~m}$, respectively. Given $p \in P$, the expression $I[w](p)=$ true means that $p$ is true in a world $w$ in a structure $M$. The fact that p is false, in a world v of a structure M , is indicated by the exspression $I[v](p)=$ false The expression ( $u, v$ ) $\in k_{i}$ means that an agent i considers a world v possible, given his information in a world u. Since $k_{i}$ defines what worlds an agent $\mathbf{i}$ considers possible in any given world, $k_{i}$ will be called the possibility relation of the agent $i$. We now define what it means for a formula to be true at a given world in a structure. Let $(M, w) \models F$ means that $F$ holds or is true at ( $M, w$ ). Definition of $\vDash$ is as follows:
(a) $(M, w) \vDash p$ iff $I[w](p)=$ true, where $p \in P$,
(b) $(M, w) \models F \wedge G$ iff $(M, w) \models F$ and $(M, w) \vDash G$,
(c) $(M, w) \models F \vee G$ iff $(M, w) \models F$ or $(M, w) \models G$,
(d) $(M, w) \vDash F \Rightarrow G$ iff $(M, w) \vDash F$ implies $(M, w) \models G$,
(e) $(M, w) \vDash F \Leftrightarrow G$ iff $(M, w) \vDash F \Rightarrow G$ and $(M, w) \models G \Rightarrow F$,
(f) $(M, w) \models \neg F$ iff $(M, w) \not \models F$, that is, $(M, w) \models F$ does not hold,
(g) $M \models F$ iff $(M, w) \vDash F$ for all $w \in S$.

Finally, we shall define a modal operator $K_{i}$, where
$K_{i}(F)$ is read: Agent i knows F .
(h) $(M, w) \vDash K_{i}(F)$ iff $(M, t) \vDash F$ for all $t \in S$ such that $(w, t) \in k_{i}$.
In (h) we have that agent i knows $F$ in a world w of a structure $M$ exactly if $F$ holds at all worlds t that the agent i considers possible in w .

## Multi-Agent Systems

A multi-agent system is any collection of interacting agents. In dealing with the complexity of a system, we focus attention on only a few of details, and hope that these cover everything that is relevant for our analysis. Next, we find good ways to think about a situation in order to minimize its complexity. It is known that reasoning about systems in terms of knowledge can be very helpful in this regard. To do that, we need a formal model of multi-agent systems. Our key assumption is that if we look at the system at any point in time, each of the agents is in some state. We refer to this as the agent's local state. We assume that an agent's local state encapsulates all the information to which the agent has access. For each agent has a local state, it is very naturally to think of the whole system as being in some (global) state. The global state includes the local states of the agents and the local state of an environment. Latter does play an important role. For instance, if we are considering a system of sensors observing a region, we might need to include features of the region in a description of the global state of the system. Accordingly, we devide a system into two components: the environment and the agents, where we view the environment as everything else that is relevant. Also, the environment can be viewed as just another agent. We need to say that a given system can be modeled in many ways. How to devide the system into agents and environment depends on the system being analyzed.
Let $L_{e}$ be a set of possible local states for the environment and let $L_{i}$ be a set of possible local states for agent $i, i=1, . ., n$. We define $G=L_{e} \times L_{1} \times . . \times L_{n}$ to be the set of global states. A global state describes the system at a given point in time. For a system constantly changes (it is not a static entity), we are interested in how systems change over time. We take time to range over the natural numbers, that is, the time domain is the set of the natural numbers, $N$. A run over $G$ is a function $r: N \rightarrow G$. Thus, a run over $G$ can be identified with a sequence of global states in $G$. The run r represents a complete description of how the system's global state evolves over time. $r(0)$ describes the initial global state of the system in a possible execution, $r(1)$ describes the next global state, and so on. If $r(m)=\left(s_{e}, s_{1}, . ., s_{n}\right)$, then we define $r[e](m)=s_{e}$ and $r[i](m)=s_{i}$, for $i=1, . ., n$. A pair $(r, m)$, where $r$ is a run and $m$ is time, will be called a point. We shall say that a global state $r(m)=\left(s_{e}, s_{1}, . ., s_{n}\right)$ is the global state at the point
$(r, m)$. We shall also identified the point $(r, m)$ with the global state $r(m)$. Note that $r[i](m)=s_{i}$ is the local state of the agent i at the (global) state $r(m)$. A system $R$ over $G$ is a set of runs over $G$. The system $R$ models the possible behaviors of the system being modeled. The intuition that the system being modeled has some behaviors can be captured by the requirenment that the set of runs $R$ be nonempty.

## 3 Knowledge and temporal operators

We assume that we have a set $P$ of primitive propositions, which we can think of as describing basic facts about a system $R$. Let $I$ be an interpretation for the propositions in $P$ over $G$, which assigns thruth values to the primitive propositions at the global states. Thus, for every $p \in P$ and $s \in G, I[s](p) \in\{$ true, false $\}$. An interpreted system $I S$ is a pair ( $R, I$ ). Now, we define knowledge in an interpreted system $I S$. Let $I S=(R, I)$ be an interpreted system. A Kripke structure for $I S$, denoted $M(I S)=\left(S, I, k_{1}, . ., k_{n}\right)$, is defined in a straightforward way. $S=\{r(m) \mid r \in R, m \in N\}$, that is, $S$ is the set of the global states at the points $(r, m)$ in the system $R$. The possibility relations $k_{1}, k_{2}, . ., k_{n}$ are defined as follows. Let $r(m)=\left(s_{e}, s_{1}, \ldots, s_{n}\right), r^{\prime}\left(m^{\prime}\right)=\left(s_{e}^{\prime}, s_{1}^{\prime}, . ., s_{n}^{\prime}\right)$ be global states in S. We say that $r(m)$ and $r(m)$ are indistinguishable to agent i iff $s_{i}=s_{i}^{\prime}$. Thus, the agent i has the same local state in both $r(m)$ and $r^{\prime}\left(m^{\prime}\right)$. We define $k_{i}=\left\{\left(r(m), r^{\prime}\left(m^{\prime}\right)\right) \in S \times S \mid r(m)\right.$ and $r^{\prime}\left(m^{\prime}\right)$ are indistinguishable to agent $i\}, i=1,2, . ., n$. Accordingly, $\left(r(m), r^{\prime}\left(m^{\prime}\right)\right) \in k_{i}$ iff $s_{i}=s_{i}^{\prime}, i=1,2, . ., n$. There is no the possibility relation $k_{e}$ for the environment because we are not usually interested in what the environment knows. Now, it is evident what it means for a formula $F$ in $L K$ to be true at a state $r(m)$ in an interpreted system IS. For instance, we have $(I S, r(m)) \vDash p$ iff $I[r(m)](p)=$ true, for all $p \in P$.
$(I S, r(m)) \vDash K_{i}(F)$ iff $\left(I S, r^{\prime}\left(m^{\prime}\right)\right) \vDash F$ for all $r^{\prime}\left(m^{\prime}\right) \in S$ such that $\left(r(m), r^{\prime}\left(m^{\prime}\right)\right) \in k_{i}$. The modal operators $K_{i}, i=1, . ., n$ are called knowledge operators. We say that a formula $F$ in $L K$ is valid in an interpreted system IS, denoted $I S \vDash F$, iff $(I S, r(m)) \vDash F$ for all $r(m) \in S$. Let us note that we do not assume that the agents compute their knowledge in any way, or that they can necessarily answer questions based on their knowledge. We interpret knowledge as an external one, ascribed to the agents by someone reasoning about the system. To be able to make temporal statements, we extend our language $L K$ by adding temporal operators, which are new modal operators for talking about time. This language will be denoted by $L K T$, and
will be used for reasoning about events that happen along a single run $r$ in the system $R$. We define here five temporal operators for the future: o (next), $\square$ (always), $\diamond$ (eventually), $U$ (until), $W$ (waiting-for or unless); and five temporal operators for the past: 0 (previously), (has always been), (once), $S$ (since), and $B$ (back-to).

## Future Operators

## The Next Operator o

If $F \in L K T$, then so is $\circ F$.
$\circ F$, read next $F$, is defined by
$(I S, r(m)) \vDash \circ F$ iff $(I S, r(m+1)) \models F$.
Thus, o F holds at state $r(m)$ iff F holds at the next state $r(m+1)$.

The Always Operator $\square$
If $F \in L K T$, then so is $\square F$.
$\square F$, read always F , is defined by
$(I S, r(m)) \vDash \square F$ iff $\left(I S, r\left(m^{\prime}\right)\right) \vDash F$ for all $m^{\prime} \geq m$.
Accordingly, $\square F$ holds at state $r(m)$ iff $F$ holds at state $r(m)$ (now) and at all later states.

## The Eventually Operator $\diamond$

If $F \in L K T$, then so is $\diamond F$.
$\diamond F$, read eventually F , is defined by $(I S, r(m)) \models \diamond F$ iff $\left(I S, r\left(m^{\prime}\right)\right) \vDash F$ for some $m^{\prime} \geq m$. Thus, $\diamond F$ holds at state $r(m)$ iff F holds at state $r(m)$ or some state in the future.

## The Until Operator $\mathcal{U}$

If $F \in L K T$, then so is $F \mathcal{U} F$.
$F \mathcal{U} F_{1}, \quad \operatorname{read} \quad F$ until $F_{1}$, is defined by $(I S, r(m)) \vDash F \mathcal{U} F_{1} \quad$ iff $\left(I S, r\left(m^{\prime}\right)\right) \models F_{1} \quad$ for some $m^{\prime \prime} \geq m$ and ( $I S, r\left(m^{\prime \prime}\right)$ ) $\vDash F$ for all $m^{\prime \prime}$ with $m \leq m^{\prime \prime}<m^{\prime}$.
The until formula $F \mathcal{U} F_{1}$ predicts the eventual occurrence of $F_{1}$ and states that $F$ holds continuously at least until the first occurrence of $F_{1}$.

## The Unless (Waiting-for) Operator $W$

 If $F \in L K T$, then so is $F W F_{1}$.$F W F_{1}, \operatorname{read} F$ unless $F_{1}$, has the following semantics. $(I S, r(m)) \models F W F_{1}$ iff
$(I S, r(m)) \vDash F \mathcal{U} F_{1}$ or $(I S, r(m)) \models \square F$.
Thus, the formula $F W F_{1}$ expresses the property that $F$ holds continuously either until the next occurrence of $F_{1}$ or throughout the sequence of states. Note that our interpretation of o $F$ makes sense because our notion of time is discrete. All the other temporal operators make perfect sense even for continuous notions of time.

## Past Operators

We have seen that a future fomula describes a property holding at a suffix of the state, lying to the
right of the current state, that is, a future formula at the state $r(m)$ describes a property of the states $r(m), r(m+1), \ldots$ Each of the future operators has a symmetric counterpart called the past temporal operator. A past formula describes a property of a prefix of the state, lying left to the current position, that is, a past formula at the state $r(m)$ describes a property of the states $r(0), r(1), . ., r(m-1), r(m)$.

## The Previous Operator -

If $F \in L K T$, then so is $\bullet F$, read as previously $F$. Its semantics is defined by

$$
(I S, r(m)) \models \bullet F \text { iff } m>0 \text { and }
$$

$(I S, r(m-1))=F$.
Thus, $\bullet F$ holds at state $r(m)$ iff $r(m)$ is not the first state in the run $r$ and $F$ holds at state $r(m-1)$. In particular, $\odot F$ is false at state $r(0)$. This operator makes sense because our notion of time is discrete. All the other past temporal operators make perfect sense even for continuous notions of time.

## The Has-always-been Operator

$F \in L K T$ if $F \in L K T$. It is read has always been $F$, and defined by
$(I S, r(m)) \vDash F$ iff (for all $m^{\prime}, 0 \leq m^{\prime} \leq$ $m)\left[\left(I S, r\left(m^{\prime}\right)\right) \vDash F\right]$
Thus, $\quad F$ holds at state $r(m)$ iff F holds at state $r(m)$ and all preceding positions.

## The Once Operator

If $F \in L K T$, then so is $F$, read once $F$. Its semantics is defined by ( $I S, r(m)$ ) $\models F$ iff (for some $\left.m^{\prime}, 0 \leq m^{\prime} \leq m\right)\left[\left(I S, r\left(m^{\prime}\right)\right) \vDash F\right]$. Accordingly, $F$ holds at state $r(m)$ iff $F$ holds at state $r(m)$ or some preceding state.

## The Since Operator $S$

$F S F 1 \in L K T$ if $F, F_{1} \in L K T$. It is read as F since F1 and defined by ( $I S, r(m)$ ) $\models F S F 1$ iff (for some $\left.m^{\prime}, 0 \leq m^{\prime} \leq m\right)\left[\left(I S, r\left(m^{\prime}\right)\right) \vDash F_{1}\right]$ and (for all $\left.k, m^{\prime} \leq k \leq m\right)[(I S, r(k)) \models F]$. Thus, $F S F_{1}$ states that $F_{1}$ has happened in the past and $F$ has held continuously from the state following the last occurrence of $F_{1}$ to the present.

## The Back-to Operator $B$

$F B F 1 \in L K T$ if $F, F_{1} \in L K T$. It is read $F$ back to $F_{1}$ and defined by $(I S, r(m)) \models F B F_{1}$ iff $(I S, r(m)) \models F S F_{1}$ or $(I S, r(m)) \models \boldsymbol{m}$. The operator $B$ provides a weaker version of the since operator $S$. Thus, the formula $F B F_{1}$ states that $F$ holds continuously at all states preceding and including the present, or $F_{1}$ has happened in the past and $F$ has held continuously from the state of the last occurrence of $F_{1}$ to the present.

## 4 Agent Properties

In this chapter, we consider some important agent properties. These properties relate the knowledge of two agents. In the following propositions, we shall use the set $S[j, r]\left(m^{\prime}\right)$ defined by $S[j, r]\left(m^{\prime}\right)=\left\{r_{i}\left(m_{i}\right) \mid\left(r\left(m^{\prime}\right), r_{i}\left(m_{i}\right)\right) \in k_{j}\right\}$. Thus, $S[j, r]\left(m^{\prime}\right)$ is the set of the states in $S$ that agent $j$ considers possible in state $r\left(m^{\prime}\right)$. Also, $F \in L K T$ is an arbitrary formula in LKT.

> | Proposition ( more knowledgeable ) |
| :--- |
| If $S[j, r](m) \subseteq S[i, r](m)$, then |
| $(I S, r(m)) \models K_{i}(F) \Rightarrow K_{j}(F)$. |

Proposition ( more knowledgeable) says that at state $r(m)$ agent $j$ knows $F$ if agent $i$ knows $F$, under the condition that $S[j, r](m) \subseteq S[i, r](m)$ holds. We can say that agent $j$ is more knowledgeable than agent $i$ if the stated premise is true.
In the rest of this chapter, we first state past propositions, and after that future propositions.

## Past Propositions

$$
\begin{aligned}
& \text { Proposition (•) } \\
& \text { If } S[j, r](m-1) \subseteq S[i, r](m) \text {, then } \\
& (I S, r(m)) \models K_{i}(F) \Rightarrow \bullet\left(K_{j}(F)\right. \text {. }
\end{aligned}
$$

The proposition states that at state $r(m)$ agent $j$ previously knew $F$ if agent $i$ knows $F$, under the condition that $S[j, r](m-1) \subseteq S[i, r](m)$ holds.

```
Proposition (*)
If (for some m
S[i,r](m)], then (IS,r(m))}\models\mp@subsup{K}{i}{}(F)
< K
```

Proposition ( $(\boldsymbol{)}$ ) says that at state $r(m)$ agent $j$ has known $F$ if agent $i$ knows $F$, under the condition that (for some $m^{\prime}, 0 \leq m^{\prime} \leq m$ ) $\left[S[j, r]\left(m^{\prime}\right) \subseteq S[i, r](m)\right]$ holds.

```
Proposition (
If (for all \(m^{\prime}, 0 \leq m^{\prime} \leq m\) )
\(\left[S[j, r]\left(m^{\prime}\right) \subseteq(S[i, r](m)]\right.\), then
\((I S, r(m)) \vDash K_{i}(F) \Rightarrow K_{j}(F)\).
```

Proposition ( $\square$ ) says that at state $r(m)$ agent $j$ has always known $F$ if agent $i$ knows $F$, under the condition that (for all $\left.m^{\prime}, 0 \leq m^{\prime} \leq m\right)\left[S[j, r]\left(m^{\prime}\right) \subseteq S[i, r](m)\right]$ is true.

```
Proposition (S)
(for all \(r(m) \in S)\left[(I S, r(m)) \models K_{i}(F) \Rightarrow\right.\)
\(K_{j}(F) S K_{i}(F)\).
```

Proposition (S) states that the formula $K_{i}(F) \Rightarrow K_{j}(F) S K_{i}(F)$ is valid in $I S=(R, I)$.

Proposition ( $B$ )
(for all $r(m) \in S)\left[(I S, r(m)) \models K_{i}(F) \Rightarrow\right.$ $K_{j}(F) B K_{i}(F)$.
Thus, the formula $K_{i}(F) \Rightarrow K_{j}(F) B K_{i}(F)$ is valid in $I S=(R, I)$.

## Future Propositions

Proposition (o)
If $S[j, r](m+1) \subseteq S[i, r](m)$, then
$(I S, r(m)) \vDash K_{i}(F) \Rightarrow \circ K_{j}(F)$.
Proposition (o) states that at state $r(m)$ agent $j$ will know $F$ in the next step if agent $i$ knows $F$, under the condition that $S[j, r](m+1) \subseteq S[i, r](m)$ holds.

Proposition ( $\diamond$ )
If (for some $\left.m^{\prime} \geq m\right)\left[S[j, r]\left(m^{\prime}\right) \subseteq S[i, r](m)\right]$, then $(I S, r(m)) \models K_{i}(F) \Rightarrow \diamond\left(K_{j}(F)\right.$.

Proposition ( $\diamond$ ) says that at state $r(m)$ agent $j$ will eventually know F if agent i knows F , under the condition that (for some $\left.m^{\prime} \geq m\right)\left[S[j, r]\left(m^{\prime}\right) \subseteq S[i, r](m)\right]$ holds.

Proposition (■)
If (for all $\left.m^{\prime} \geq m\right)\left[S[j, r]\left(m^{\prime}\right) \subseteq S[i, r](m)\right]$,
then $(I S, r(m)) \vDash K_{i}(F) \Rightarrow \square \bar{K}_{j}(F)$.
Proposition ( $\square$ ) says that at state $r(m)$ agent $j$ will always know $F$ if agent i knows $F$, under the condition that (for all $\left.m^{\prime} \geq m\right)\left[S[j, r]\left(m^{\prime}\right) \subseteq S[i, r](m)\right]$ holds.

Proposition $(\mathcal{U})$
If (for some $\left.m^{\prime} \in\{m, m+1\}\right)\left[S[j, r]\left(m^{\prime}\right) \subseteq\right.$ $S[i, r](m)]$, then $(I S, r(m)) \vDash K_{i}(F) \Rightarrow$ $K_{i}(F) \mathcal{U} K_{j}(F)$.
Thus, the formula $K_{i}(F) \quad \Rightarrow \quad K_{i}(F) \mathcal{U} K_{j}(F)$ holds in $(I S, r(m)$ ) if the condition (for some $\left.m^{\prime} \in\{m, m+1\}\right)\left[S[j, r]\left(m^{\prime}\right) \Rightarrow S[i, r](m)\right]$ holds.

```
Proposition (W)
If [(for some m
[S[j,r]:(m')\subseteqS[i,r](m)] or
(for all m'\geqm)[S[j,r](m')\subseteq(S[i,r](m)]], then
(IS,r(m)) \models K
```

Thus, the formula $K_{i}(F) \Rightarrow K_{i}(F) W K_{j}(F)$ holds in ( $I S, r(m)$ ) if the condition [( for some $\left.m^{\prime} \in\{m, m+1\}\right)\left[S[j, r]\left(m^{\prime}\right) \subseteq S[i, r](m)\right]$ or (for all $\left.\left.m^{\prime} \geq m\right)\left[S[j, r]\left(m^{\prime}\right) \subseteq S[i, r](m)\right]\right]$ holds.

## 5 Conclusions

We have considered some important agent properties in multi-agent systems. These properties relate the knowledge of two agents, and can be very helpful if
we analyze the respective multi-agent system. We have stated Proposition ( more knowledgeable ), the past propositions: Proposition ( $\bullet$ ), Proposition ( $\downarrow$ ), Proposition (■), Proposition ( $S$ ), and Proposition $(B)$; and the future proposition: Proposition (o), Proposition ( $\diamond$ ), Proposition ( $\square$ ), Proposition ( $\mathcal{U}$ ), and Proposition ( $\mathcal{W}$ ). The proofs of all the propositions are given in the Appendix.

## APPENDIX

Proof (Proposition (more knowledgeable)) Assume $U: S[j, r](m) \subseteq S[i, r](m)$. We would like to show $(I S, r(m)) \vDash K_{i}(F) \Rightarrow K_{j}(F)$. Suppose $V:(I S, r(m)) \vDash K_{i}(F)$. We have to show $(I S, r(m)) \models K_{j}(F)$. Let $r_{i}\left(m_{i}\right) \in S$ be an arbitrary state such that $\left(r(m), r_{i}\left(m_{i}\right)\right) \in k_{j}$. We need to prove $\left(I S, r_{i}\left(m_{i}\right)\right) \vDash F$. From $\left(r(m), r_{i}\left(m_{i}\right)\right) \in k_{j}$ it follows $r_{i}\left(m_{i}\right) \in S[j, r](m)$. We have (by the assumption U ) $r_{i}\left(m_{i}\right) \in S[i, r](m)$. Therefore, $\left(r(m), r_{i}\left(m_{i}\right)\right) \in k_{i}$. Because V holds, we obtain ( $I S, r i(m i)$ ) $\vDash F$. Accordingly, we have $(I S, r(m)) \models K_{j}(F)$, as desired.

## Proof (Proposition (•))

Assume $U 1: S[j, r](m-1) \subseteq S[i, r](m)$. We would like to show $(I S, r(m)) \vDash K_{i}(F) \Rightarrow \bullet K_{j}(F)$. Assume $V 1:(I S, r(m)) \vDash K_{i}(F)$. We have to show $(I S, r(m)) \models \bullet K_{j}(F)$, that is, $(I S, r(m-1)) \vDash K_{j}(F)$. Let $r_{i}\left(m_{i}\right) \in S$ be an arbitrary state such that $\left(r(m-1), r_{i}\left(m_{i}\right)\right) \in k_{j}$. It follows $r_{i}\left(m_{i}\right) \in S[j, r](m-1)$. We have (by the assumption U1) $r_{i}\left(m_{i}\right) \in S[i, r](m)$. Therefore, $\left(r(m), r_{i}\left(m_{i}\right)\right) \in k_{i}$. Because V1 holds, we have $\left(I S, r_{i}\left(m_{i}\right)\right) \vDash F$. Consequently, we have $(I S, r(m-1)) \vDash K_{j}(F)$, as we wanted to show.

## Proof (Proposition ( 1 )

Assume U2: (for some $m^{\prime}, 0 \leq m^{\prime} \leq$ $m)\left[S[j, r]\left(m^{\prime}\right) \subseteq S[i, r](m)\right]$. We would like to show $(I S, r(m)) \models K_{i}(F) \Rightarrow K_{j}(F)$. Assume $V 2:(I S, r(m)) \vDash K_{i}(F)$. We have to show $(I S, r(m)) \vDash K_{j}(F)$. Let $m, 0 \leq m \leq m$, be such a point that (by the assumption U2) $U 2^{\prime}: S[j, r]\left(m^{\prime}\right) \subseteq S[i, r](m)$ holds. We shall prove $\left(I S, r\left(m^{\prime}\right)\right) \vDash K_{j}(F)$. Let $r_{i}\left(m_{i}\right) \in S$ be an arbitrary state such that $\left(r\left(m^{\prime}\right), r_{i}\left(m_{i}\right)\right) \in k_{j}$, that is, $r_{i}\left(m_{i}\right) \in S[j, r]\left(m^{\prime}\right)$. It follows (by the assumption U2) $r_{i}\left(m_{i}\right) \in S[i, r](m)$. Therefore, $\left(r(m), r i\left(m_{i}\right)\right) \in k_{i}$. We obtain (by the assumption V2) $\left(I S, r_{i}\left(m_{i}\right)\right) \vDash F$. Consequently, we have $\left(I S, r\left(m^{\prime}\right)\right) \vDash K_{j}(F)$, that is, $(I S, r(m)) \vDash K_{j}(F)$., as desired.

## Proof (Proposition (■))

Assume U3: (for all $\left.m^{\prime}, 0 \leq m^{\prime} \leq m\right)\left[S[j, r]\left(m^{\prime}\right) \subseteq\right.$ $S[i, r](m)]$. We would like to show $(I S, r(m)) \models$
$K_{i}(F) \Rightarrow ■ K_{j}(F)$. Assume V3: $(I S, r(m)) \vDash K_{i}(F)$ We have to show $(I S, r(m)) \vDash \sqcap K_{j}(F)$. Let $m^{\prime}$ be an arbitrary point such that $0 \leq m^{\prime} \leq m$. We need to prove $\left(I S, r\left(m^{\prime}\right)\right) \vDash K_{j}(F)$. Let $r_{i}\left(m_{i}\right) \in S$ be an arbitrary state such that $\left(r\left(m^{\prime}\right), r_{i}\left(m_{i}\right)\right) \in k j$. We have to prove $\left(I S, r_{i}\left(m_{i}\right)\right) \vDash F$. From $\left(r\left(m^{\prime}\right), r_{i}\left(m_{i}\right) \in k j\right.$, it follows $r_{i}\left(m_{i}\right) \in S[j, r](m)$. We have (by U3) $r_{i}\left(m_{i}\right) \in S[i, r](m)$. Therefore, $\left(r(m), r_{i}\left(m_{i}\right)\right) \in k_{i}$. We have (by V3) $\left(I S, r_{i}\left(m_{i}\right)\right) \vDash F$. Consequently, we obtain $\left(I S, r\left(m^{\prime}\right)\right) \vDash K_{j}(F)$, that is, $(I S, r(m)) \models ■ K_{j}(F)$, as we wanted to show.

## Proof (Proposition (S))

We shall prove that the formula $K_{i}(F) \Rightarrow$ $K_{j}(F) S K_{i}(F)$ is valid in $I S=(R, I)$. Let $r(m) \in S$ be an arbitrary state. We have to prove $(I S, r(m)) \vDash K_{i}(F) \Rightarrow K_{j}(F) S K_{i}(F)$ Assume V4: $(I S, r(m)) \vDash K_{i}(F)$. We need to show $(I S, r(m)) \vDash K_{j}(F) S K i(F)$, that is, (for some $\left.m^{\prime}, 0 \leq m \leq m\right)\left[\left(I S, r\left(m^{\prime}\right)\right) \models K_{i}(F)\right]$ and (for all $\left.m^{\prime \prime}, m^{\prime}<m^{\prime \prime} \leq m\right)\left[\left(I S, r\left(m^{\prime \prime}\right)\right) \vDash K_{j}(F)\right]$. It is easy to see that if we take $m^{\prime}=m$, then we have ( $I S, r(m)$ ) $\vDash K_{i}(F)$ (by V4), and (for all $\left.m^{\prime \prime}, m<m^{\prime \prime} \leq m\right)\left[\left(I S, r\left(m^{\prime \prime}\right)\right) \vDash K_{j}(F)\right]$ (because the requirenment that $K_{j}(F)$ holds at all states $r\left(m^{\prime \prime}\right)$, such that $m<m^{\prime \prime} \leq m$, is fulfilled vacuously.

## Proof (Proposition (B))

We would like to show that the formula $K_{i}(F) \Rightarrow K_{j}(F) B K_{i}(F)$ is valid in $I S=(R, I)$. Because we have proved that the formula $K_{i}(F) \Rightarrow K_{j}(F) S K_{i}(F)$ is valid in $I S=(R, I)$, and because $(I S, r(m)) \models K_{j}(F) B K_{i}(F)$ iff $(I S, r(m)) \vDash K_{j}(F) S K_{i}(F)$ or $(I S, r(m)) \models ■ K_{j}(F)$, it follows that the formula $K_{i}(F) \Rightarrow K_{j}(F) B K_{i}(F)$ is valid in $I S=(R, I)$ too.

## Proof (Proposition (o))

Assume U5: $S[j, r](m+1) \subseteq S[i, r](m)$. We would like to show $(I S, r(m)) \vDash K_{i}(F) \Rightarrow \circ K_{j}(F)$. Assume V5: $(I S, r(m)) \vDash K_{i}(F)$. We have to prove $(I S, r(m)) \models\left(K_{j}(F)\right.$, that is, $(I S, r(m+1)) \models K_{j}(F)$. Let $r_{i}\left(m_{i}\right) \in S$ be an arbitrary state such that $\left(r(m+1), r_{i}\left(m_{i}\right)\right) \in k j$. It follows $r_{i}\left(m_{i}\right) \in S[j, r](m+1)$. We have (by U5) $r_{i}\left(m_{i}\right) \in S[i, r](m)$. Therefore, $\left(r(m), r_{i}\left(m_{i}\right)\right) \in k_{i}$. We obtain (by V5) (IS, $\left.r_{i}\left(m_{i}\right)\right) \vDash K_{j}(F)$. Accordingly, we have $(I S, r(m+1)) \models K_{j}(F)$, that is, $(I S, r(m)) \models\left(K_{j}(F)\right.$, as we wanted to show.

## Proof (Proposition ( $\diamond$ ))

Assume U6: (for some $\left.m^{\prime} \geq m\right)\left[S[j, r]\left(m^{\prime}\right) \subseteq\right.$ $S[i, r](m)]$. We would like to show $(I S, r(m)) \vDash$ $K_{i}(F) \Rightarrow \diamond K_{j}(F)$. Assume V6: $(I S, r(m)) \models K_{i}(F)$. We have to show $(I S, r(m))=\left(K_{j}(F)\right.$. Let $m^{\prime} \geq m$ be such a point that (by U6) U6':
$S[j, r]\left(m^{\prime}\right) \subseteq S[i, r](m)$ holds. We shall prove $\left(I S, r\left(m^{\prime}\right)\right) \vDash K_{j}(F)$. Let $r_{i}\left(m_{i}\right) \in S$ be an arbitrary state such that $\left(r\left(m^{\prime}\right), r_{i}\left(m_{i}\right)\right) \in k_{j}$, that is, $r_{i}\left(m_{i}\right) \in S[j, r]\left(m^{\prime}\right)$. We have (by U6') $r_{i}\left(m_{i}\right) \in S[i, r](m)$. Therefore, $\left(r(m), r_{i}\left(m_{i}\right)\right) \in k_{i}$. ¿From V6 it follows ( $I S, r_{i}\left(m_{i}\right)$ ) $\vDash F$. Consequently, we have ( $I S, r\left(m^{\prime}\right)$ ) $\vDash K_{j}(F)$, that is, $(I S, r(m)) \vDash \diamond K_{j}(F)$, as desired:

Proof (Proposition (ㅁ))
Assume U7: (for all $\left.m^{\prime} \geq m\right)\left[S[j, r]\left(m^{\prime}\right) \subseteq S[i, r](m)\right]$. We would like to show $(I S, r(m)) \vDash K_{i}(F) \Rightarrow$ $\square K_{j}(F)$. Assume V7: $(I S, r(m)) \vDash K_{i}(F)$. We have to prove ( $I S, r(m)$ ) $\vDash \square K_{j}(F)$. Let $m^{\prime} \geq m$ be an arbitrary point such that U7': $S[j, r]\left(m^{\prime}\right) \subseteq S[i, r](m)$ holds. We need to show $\left(I S, r\left(m^{\prime}\right)\right) \vDash K_{j}(F)$. Let $r_{i}\left(m_{i}\right) \in S$ be an arbitrary state such that $\left(r\left(m^{\prime}\right), r_{i}\left(m_{i}\right)\right) \in k_{j}$, that is, $r_{i}\left(m_{i}\right) \in S[j, r]\left(m^{\prime}\right)$. We have (by U7') $r_{i}\left(m_{i}\right) \in S[i, r](m)$. Therefore, $\left(r(m), r_{i}\left(m_{i}\right)\right) \in k_{i}$. We obtain (by V7) $\left(I S, r_{i}\left(m_{i}\right)\right) \models F$. Thus, we have $\left(I S, r\left(m^{\prime}\right)\right) \vDash K_{j}(F)$, that is, $(I S, r(m)) \vDash \square K_{j}(F)$, as desired.

## Proof (Proposition (U))

Assume U8: (for some $m^{\prime} \in\{m, m+$ 1\}) $\left[S[j, r]\left(m^{\prime}\right) \subseteq S[i, r](m)\right]$. We would like to show $(I S, r(m)) \vDash K_{i}(F) \Rightarrow K_{i}(F) \mathcal{U} K_{j}(F)$. Assume V8: $(I S, r(m)) \vDash K_{i}(F)$. We need to show (IS,r(m)) $\vDash K_{i}(F) \mathcal{U} K_{j}(F)$, that is, (for some $\left.m^{\prime} \geq m\right)\left[\left(I S, r\left(m^{\prime}\right)\right) \vDash K_{j}(F)\right]$ and (for all $\left.m^{\prime \prime}, m \leq m^{\prime \prime}<m^{\prime}\right)\left[\left(I S, r\left(m^{\prime \prime}\right)\right) \vDash K_{i}(F)\right]$. Let $m^{\prime} \in\{m, m+1\}$ be such a point that (by U8) U8': $\quad S[j, r]\left(m^{\prime}\right) \subseteq S[i, r](m)$ holds. We shall show that $\left(I S, r\left(m^{\prime}\right)\right) \vDash K_{j}(F)$ and (for all $\left.m^{\prime \prime}, m \leq m^{\prime \prime}<m^{\prime}\right)\left[\left(I S, r\left(m^{\prime \prime}\right)\right) \vDash K_{i}(F)\right]$. Let $r_{i}\left(m_{i}\right) \in S$ be an arbitrary state such that $\left(r\left(m^{\prime}\right), r_{i}\left(m_{i}\right)\right) \in k_{j}$, that is, $r_{i}\left(m_{i}\right) \in S[j, r]\left(m^{\prime}\right)$. We have (by U8') $r_{i}\left(m_{i}\right) \in S[i, r](m)$, that is, $\left(r(m), r_{i}\left(m_{i}\right)\right) \in k_{i}$. It follows (by V8) $\left(I S, r_{i}\left(m_{i}\right)\right) \vDash F$. It means that $\left(I S, r\left(m^{\prime}\right)\right) \vDash K_{j}(F)$ holds. Because $m^{\prime} \in\{m, m+1\}$, that is, $m^{\prime}=m$ or $m^{\prime}=m+1$, we have that VR: (for all $\left.m^{\prime \prime}, m \leq m^{\prime \prime} \leq m^{\prime}\right)\left[\left(I S, r\left(m^{\prime \prime}\right)\right) \vDash K_{i}(F)\right]$ holds. Namely, if $m^{\prime}=m$, then VR is fulfilled vacuously, and if $m^{\prime}=m+1$, then VR is reduced to V8.
Proof (Proposition ( $W$ ))
Assume U8 (from Proposition ( $K_{i} \Rightarrow K_{i} \mathcal{U} K_{j}$ )) or U9: (for all $\left.m^{\prime} \geq m\right)\left[S[i, r]\left(m^{\prime}\right) \subseteq S[i, r](m)\right]$. We would like to show $(I S, r(m)) \vDash K_{i}(F) \Rightarrow K_{i}(F) W K_{j}(F)$. Assume V9: $(I S, r(m)) \vDash K_{i}(F)$. We have to prove (W): (IS, $r(m)) \models K_{i}(F) W K_{j}(F)$. Because (W) iff $(I S, r(m)) \vDash K_{i}(F) \mathcal{U} K_{j}(F)$ or $(I S, r(m)) \vDash \square K_{i}(F)$, we have (by U8 or U9) that (W) holds, as we wanted to show.
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#### Abstract

In some cases, we may find difficulties or inconveniences in representing rules in conventional logic, or sometimes the logical expressions are too complex. This paper gives two different kinds of new approaches to solve this problem. Firstly, we integrate the conjunction and disjunction using only one $O A$ predicate $\mathcal{A}_{m}$. Secondly, by using extended predicates. As a consequence, an easier inference mechanism is introduced. Compared to the conventional logic and Prolog knowledge representation method, this approach enables us to greatly simplify an expression, and save a considerable amount of time and space in knowledge processing. It had been successfully applied in developing a specific knowledge representation language: MKL (Meteorological Knowledge representation Language). The MKL has been applied in building a number of practical weather forecasting expert systems including the WMES I and II, the Wuhan heavy rain forecasting expert systems. Some of the systems have been in operation since 1985. On average, the predictive accuracy rate of the systems are very competitive with that made by a human domain expert. In all of these systems, the knowledge is provided by human experts and encoded using MKL. We expect that an MKLbased learning system can be developed for the automatic discovery of weather forecasting rules, and an MKL-based comprehensive system integrating learning, forecasting, data and knowledge applications can be further built.


## 1 Introduction

Knowledge representation (KR) has traditionally been thought of as the heart of artificial intelligence[2], and first order logic(FOL) is the key to the heart. Unfortunately, in some cases, it was not always convenient to represent some kinds of rules. This caused a new extension to the first order logic.

First order logic, also called predicate calculus, is a formal language used to represent relations amongst objects and to infer new relations from existing ones. It may be viewed as a formal language used to translate English sentences and to derive new sentences from known ones[11]. FOL is also called a classical, conventional or formal logic.

Usually first order logic plays a basic role in formal approaches to knowledge representation (KR). Especially, FOL is very important in applications of artificial intelligence, such as rule based expert systems, theorem proving, and natural language understanding.

However, many difficulties arise in expressing knowl-
edge with FOL. Therefore, several extended logics based on FOL were developed [12] [15, 16] [14, 3, 6]. These extended logics include multi-valued logic, fuzzy logic, modal logic, matrix logic etc. Some recent work in automated reasoning has further developed description logics $[10,1]$.
For the purpose of improving knowledge representation in logical expressions, we introduced another extension to conventional logic, which integrates two FOL connection operations, conjunction and disjunction, with a single $O A$ predicate $\mathcal{A}_{m}$. In the term $O A$ predicate the $O$ stands for logical connective $O R$ and the $A$ for $A N D$. This new extended logic is called Argumented Predicate logic which can be applied to solve some common logical representation problems in many areas such as, knowledge representation, information retrieval, functional programming and logical programming. The original contribution of this approach is that it can (1) integrate two FOL connection operations as one, (2) extend the logical operations AND and OR to the level where the logical opera-
tion lies between disjunction and conjunction, and (3) significantly reduce logical operation time, and speed up logical inference. This approach also uses various functional representations to represent logical operations with arguments. In this way, it is easy to handle problems, such as, to satisfy $m$ conditions amongst many conditions.

In Section 2 we pose two problems which are difficult to handle with the conventional FOL. In Section 3 we describe a new method which uses Argumented FOL to solve the proposed problems, and we present the corresponding laws, lemmas and theorems of the argumented predicate approach. In Section 4 we look at an implemented application for the purpose of domain knowledge representations in Meteorological Knowledge Language(MKL). In section 5 we give a comparison between our Argumented predicate approach and other knowledge representation methods, e.g. conventional FOL. In the conclusion, we point out some further researches and applications.

## 2 Special Needs in Domain Knowledge Representation

Using deep domain knowledge is one of the key points in the research frontier of knowledge based systems[2]. Domain knowledge representation is the kernel of domain knowledge discovery and its applications. The two problems we will indicate in this section are the two typical problems in some domain knowledge representation.

## Problem 1. $m$-out-of- $n$ problem

We also call the m-out-of- $n$ problem the Condition-Arbitrary-Selection problem.

Definition $2.1 m$-out-of- $n$ problem
A problem is called an m-out-of-n problem if it is required to represent a rule that for $n$ given goals, if at least any $m$ ( $m \leq n$ ) out of $n$ are true, then the final goal is achieved.

In general, this problem could be described as: succeed if at least any $m$ of $n$ goals are true. Suppose that we have n logical expressions, say,

$$
e_{1}, e_{2}, \ldots \ldots, e_{n}
$$

and we expect to represent a rule say,
Rule 2.1 If any $m(m \leq n)$ of the $n$ expressions hold true, then $r_{1}$ holds.
where, $r_{1}$ is the consequence. If we represent RULE 2.1 in conventional first order logic, it could be represented as,

$$
\begin{gather*}
\left(e_{1} \wedge e_{2} \ldots e_{m-1} \wedge e_{m}\right) \vee\left(e_{1} \wedge e_{2} \ldots e_{m-1} \wedge e_{m+1}\right) \vee \ldots \\
\left(e_{1} \wedge e_{2} \ldots e_{m-1} \wedge e_{n}\right) \vee\left(e_{2} \wedge e_{3} \ldots e_{m} \wedge e_{m+1}\right) \vee \ldots \\
\left(e_{2} \wedge e_{3} \ldots e_{m} \wedge e_{n}\right) \vee \ldots \vee \\
\left(e_{n-m+1} \wedge e_{n-m+2} \ldots e_{n-1} \wedge e_{n}\right) \Longrightarrow r_{1} \tag{1}
\end{gather*}
$$

This expression is found to be very inconvenient and too complex as there are too many redundancies. In this expression, the connective $\wedge$ occurs $(m-1)\binom{m}{n}$ times. Each $e_{i}(1 \leq i \leq e)$ occurs $\binom{m-1}{n-1}$ times and connective $\vee$ occurs $\binom{m}{n}-1$ times.

An improved expression is available which is called Polish Prefix Notion (PPN). In PPN, the $m$-out-of- $n$ problem could be represented as,

$$
\begin{gather*}
\vee\left(\wedge\left(e_{1}, e_{2}, \ldots, e_{m}\right), \wedge\left(e_{1}, e_{2}, \ldots, e_{m-1}, e_{m+1}\right),\right. \\
\ldots, \wedge\left(e_{1}, e_{2}, \ldots, e_{m-1}, e_{n}\right) \\
\wedge\left(e_{2}, e_{3}, \ldots, e_{m}, e_{m+1}\right), \ldots, \wedge\left(e_{2}, e_{3}, \ldots, e_{m}, e_{n}\right), \ldots \\
\left.\wedge\left(e_{n-m+1}, e_{n-m+2}, \ldots, e_{n-1}, e_{n}\right)\right) \Longrightarrow r_{1} \tag{2}
\end{gather*}
$$

In the expression (2), the connective $\wedge$ occurs $\binom{m}{n}$ times. Each $e_{i}$ occurs the same times as in expression (1), and the connective $V$ occurs once only.

Now we consider this problem first: is it possible to find an equivalent expression, in which only one predicate is used and each $e_{i}(1 \leq i \leq e)$ only occurs once? The answer is positive, and this will be dealt with in the following sections.

In practice, let us take the logical programming language PROLOG as an example. In PROLOG, by using at_least( $M$, [Goals...]) expression, which is true when at least $M$ of the Goals are true. In this way the m_out_of_n problem could be represented as,

```
at_least(M, Goals) :-
    integer(M),
    M >= 0,
    length(Goals, N),
    M =< N,
    at_least(M, Goals, N).
at_least(0, _, N) :- !.
at_least(M, [Goal|Goals], N) :-
    call(Goal),
    M1 is M - 1,
    N1 is N - 1,
    at_least(M1, Goals, N1).
at_least(M, [_|Goals], N) :-
    N1 is N - 1,
    M =< N1,
    at_least(M, Goals, N1).
```

To insist that at least 2 of three goals succeed, we might write

```
r1(X) :-
    at_least(2, [p(X), q(X)]).
```

It is obvious that the representation is not as simple and clear as we desired. So we should find a better way to solve this problem.

## Problem 2. Two-Bound-Relation Problem

Definition 2.2 Two-Bound-Relation problem A problem is called a Two-Bound-Relation problem if it is required to represent that for two given bounds a and $b$, there are $n$ variables which lie between them.

Suppose that we have $n$ arguments, say, $x_{1}, x_{2}, \ldots, x_{n}$, and two constants (or arguments) $a$ and $b$. We are required to represent a rule as,

Rule 2.2 If ( $\mathrm{a}<=\mathrm{x} 1<=\mathrm{b}$ ) and
( $\mathrm{a}<=\mathrm{x} 2<=\mathrm{b}$ ) and
( $\mathrm{a}<=\mathrm{xn}<=\mathrm{b}$ )
Then r 2 .
In first order logic, it could be represented as,

$$
\begin{gather*}
\left(\left(a \leq x_{1}\right) \wedge\left(x_{1} \leq b\right)\right) \wedge \ldots \\
\cdots\left(\left(a \leq x_{n}\right) \wedge\left(x_{n} \leq b\right)\right) \Longrightarrow r_{2} \tag{3}
\end{gather*}
$$

In this expression the connective $\wedge$ occurs $2 n-1$ times, the relational operator $\leq$ occurs $2 n$ times and the two bonds $a$ and $b$ occur $n$ times respectively. In PPN approach, it could be represented as,

$$
\begin{gather*}
\wedge\left(\leq\left(a, x_{1}\right), \leq\left(x_{1}, b\right), \ldots, \leq\left(a, x_{n}\right), \leq\left(x_{n}, b\right)\right) \\
\Longrightarrow r_{2} \tag{4}
\end{gather*}
$$

In this PPN expression, the connective $\wedge$ occurs only once, but the relational operator ' $\leq$ ' occurs $2 n$ times and the $a$ and $b$ happen $n$ times each.

Now, a similar question arises: can we use just one predicate instead of $2 n-1$ times of $\wedge$, and just 2 relational operators instead of $2 n$ relational operators, and two bounds $a, b$ only once, instead of $n$ times? This is the problem we are going to solve.

How can this two_bond problem be processed in recent knowledge processing tools then? We will give a method of meeting these requirements. For the specific example $a=1, b=10$, and 3 variables, in PROLOG, it could be represented as,

```
r2(X1, X2, X3) :-
    1=< X1, X1 =< 10,
    1 =< X2, X2 =< 10,
    1 =< X3, X3 =< 10.
```

This expression is almost the same as expression (3). There is a library predicate called between/3.
between(Variable, LowerBound, UpperBound)
This PROLOG expression means that

$$
\text { LowerBound } \leq \text { Variable } \leq \text { UpperBound }
$$

in which, LowerBound, UpperBound and Variable are all integers. By using between(Variable, LowerBound, UpperBound), the problem can be solved for its first argument. So,

```
r2(X1, X2, X3) :-
    between(X1, 1, 10),
        between(X2, 1, 10),
        between(X3, 1, 10).
```

has 1000 possible answers. Or alternatively, it could be represented as,

```
r2 :-
    var1(X1), between(X1, 1, 10),
    var2(X2), between(X2, 1, 10),
    var3(X3), between(X3, 1, 10).
```

In this expression the 3 -ary relational predicate between occurs n times, so do the lower bound and the upper bound. And the logical connective and occurs implicitly $n-1$ times.

Obviously, these expressions are not what we expected. None of them could express either of the two problems using only one operator, and either of the operands could appear only once. In the next section, we will give a method which meets these requirements.

## 3 Argumented Predicate Approach (APA)

To solve the problems which we raised in $\S 2$, we suggest a new method of handling the difficulties. First, let us give the definition of the argumented predicate.

Definition 3.1 Argumented Predicate. A predicate is called an Argumented predicate if there is at least one argument attached to the predicate.

In the Argumented predicate approach each of the above two rules can be simply represented as one very short and clear statement.

For the $m$-out-of- $n$ problem, the expression (1) could be simply represented as,

$$
\begin{equation*}
\mathcal{A}_{m}\left(e_{1}, e_{2}, \ldots e_{n}\right) \Longrightarrow r 1 \tag{5}
\end{equation*}
$$

For the second problem, i.e, the Two - Bound Relation Problem, we may write the expression (3) as follows,

$$
\begin{equation*}
\mathcal{A}_{2}\left(\tilde{G e} e_{a}, \tilde{L e} e_{b}\right)\left(x_{1}, x_{2}, \ldots, x_{n}\right) \Longrightarrow r_{2} \tag{6}
\end{equation*}
$$

In the specific example for $\mathrm{n}=3$, we have the following expression,

$$
\begin{equation*}
\mathcal{A}_{2}\left(\tilde{G e} e_{1}, \tilde{L} e_{10}\right)\left(x_{1}, x_{2}, x_{3}\right) \Longrightarrow r_{2} \tag{7}
\end{equation*}
$$

### 3.1 Integration of disjunction and conjunction

## Definition 3.2 n-overlapped predicate

An Argumented predicate is called an n-overlapped predicate, if there are $n$ arguments(some of them may be constants) attached to the Argumented predicate.

An 0-overlapped predicate is a conventional predicate.
In formula (5), $\mathcal{A}_{m}$ is a 1 -overlapped Argumented predicate in which $\mathcal{A}$ is a predicate and $m$ is an attached argument to the predicate $\mathcal{A}$. For instance, in the problem of $m$ out $n$, the one attached argument is $m$ (in the general case, it is a constant). $>_{\beta}(y)$ and $>_{\beta}\left(x_{1}, x_{2}, x_{3}\right)$ are all 1-overlapped Argumented predicate functions and $\beta$ is an attached argument. In which, $>_{\beta}(y)$ is a 1-ary 1-overlapped Argumented predicate function, and $>_{\beta}\left(x_{1}, x_{2}, x_{3}\right)$ is a 3-ary 1overlapped Argumented predicate function. $B T_{\alpha, \beta}(x)$ is a 2-overlapped Argumented Predicate function.

## Lemma 3.1 Transformation Law

Let $P(x, y)$ be a 2-ary conventional predicate function. It can be transformed into a 1-ary Argumented predicate function, denoted as $B_{\beta}(\alpha)$. Such that,

$$
\begin{equation*}
P(x, y)=B_{\beta}(\alpha) \tag{8}
\end{equation*}
$$

where the $B_{\beta}$ is a 1-overlapped Argumented predicate with its argument $\beta$, and the $\alpha \in\{x, y\}$. In the special case, $\beta$ could be a constant. In general, $\beta \in\{\{x, y, r\}-,\{\alpha\}\}, r$ is a constant.

In conventional predicate logic, "John is the son of James" is represented as

$$
\text { Son_of (John, James })
$$

By 1-overlapped Argumented predicate, it could be represented as,

$$
\left.S_{\text {Son_of }}^{\text {James }} \text { (John }\right)
$$

Theorem 3.1 Extended Transformation Law An $n$-ary conventional predicate function $P\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ can be transformed into an ( $n$ -1)-overlapped 1 -ary argumented predicate function $\mathbf{B}_{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n-1}}(x)$, such that,

$$
\begin{equation*}
P\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\mathbf{B}_{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n-1}}(x) \tag{9}
\end{equation*}
$$

where $x \in\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$.

## Proof:

Suppose that $\alpha$ possesses $B$ feature, according to the predicate logic, it could be represented as $B(\alpha)$.

For a 2-ary conventional predicate function $\mathrm{P}(\mathrm{x}, \mathrm{y})$, first, we let $x$ stipulate n specific objects

$$
\beta_{1}, \beta_{2}, \ldots \beta_{n}
$$

Thus, $\forall \beta_{i} \in A=\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right\},(1 \leq i \leq n)$, we get $B\left(\alpha, \beta_{i}\right)(i=1,2, \ldots, n)$. We take $\beta_{i}$ out of $B\left(\alpha, \beta_{i}\right)$ and form an argumented predicate $B_{\beta_{i}}$. Then, we have an argumented predicate function

$$
\begin{equation*}
B_{\beta_{\mathbf{i}}}(\alpha) \quad(i=1,2, \ldots, n) \tag{10}
\end{equation*}
$$

This new expression is equivalent to $B\left(\alpha, \beta_{i}\right)$. We only change the form of the expression. Assume that the object domain of $\beta$ is $A_{0}$. Let $A \rightarrow A_{0}$, thus,

$$
\begin{equation*}
B_{\lim _{A \rightarrow A_{0}} \beta_{i}}(\alpha)=B_{\beta}(\alpha) \tag{11}
\end{equation*}
$$

Thus, we transformed a 2-ary predicate function $B\left(\alpha, \beta_{i}\right)$ into a 1-ary argumented predicate function $B_{\beta}(\alpha)$.

According to the inductive principle, repeat the procedure as above, we get,

$$
\begin{equation*}
P\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\mathbf{B}_{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n-1}}(x) \tag{12}
\end{equation*}
$$

## Corollary 3.1 Transformation Law.

An $n$-ary conventional predicate function $P\left(x_{1}, \ldots, x_{n}\right)$ can be transformed into an moverlapped ( $n-m$ )-ary argumented predicate function in the form of $\mathbf{B}_{\alpha_{1}, \ldots, \alpha_{m}}\left(\beta_{1}, \ldots, \beta_{n-m}\right)$, such that,

$$
\begin{equation*}
P\left(x_{1}, \ldots, x_{n}\right)=\mathbf{B}_{\alpha_{1}, \ldots, \alpha_{m}}\left(\beta_{1}, \ldots, \beta_{n-m}\right) \tag{13}
\end{equation*}
$$

Among the Argumented predicates we introduced, there are two special cases which are the most significant. The first one is the one-overlapped Argumented predicate $\mathcal{A}_{i}$, which is called an $O A$ predicate. The second one is the combined Argumented relational predicate in the general form of $\mathcal{A}_{i}\left(O P^{(1)}{ }_{\alpha}, O P^{(2)}{ }_{\beta}\right)(i=1,2)$, where the $O P^{(i)}, i=1,2$ are argumented relational predicates, such as $\mathcal{A}_{2}(\geq$ $16, \leq 90$ ).

Similarly we can extend Lemma 3.1 to any $n$ - ary conventional predicate function. We can transform it from 1 - overlapped argumented predicate function to ( $n-1$ ) - overlapped argumented predicate functions.

## Definition 3.3 OA Predicate

An argumented predicate $\mathcal{A}_{i}$ is called an OA predicate if,

1. $\mathcal{A}_{i}$ can and only can act upon $n$ conditional expressions $e_{1}, e_{2}, \ldots \ldots, e_{n}$ i.e.,

$$
\mathcal{A}_{i}\left(e_{1}, e_{2}, \ldots \ldots, e_{n}\right)
$$

which is denoted as $L_{i}$. In which, $i$ is any integer. $L_{i}$ is a logical expression. The case when $i$ is a negative integer will be discussed after we introduce the defective restriction in Definition 3.5.
2. The truth value of the expression $L_{i}=$ $\mathcal{A}_{i}\left(e_{1}, e_{2}, \ldots \ldots, e_{n}\right)$ is defined as follows,

$$
L_{i}= \begin{cases}\text { true } & \text { iff at least any } i \text { of } n \text { expressions }  \tag{14}\\ \text { false } & e_{1}, e_{2}, \ldots \ldots, e_{n} \text { are true } \\ & \text { otherwise } \\ & \text { when } i \in\{1,2, \ldots, n\}\end{cases}
$$

## Lemma 3.2 Properties

According to the definition of OA Predicate, we can derive four significant special properties of the OA predicate $\mathcal{A}_{i}$ :

1. $i \leq 0, \mathcal{A}_{i}\left(e_{1}, \ldots, e_{n}\right)=1$, in this case, none of the conditions is necessary.
2. $i=1, \mathcal{A}_{i}\left(e_{1}, \ldots, e_{n}\right)=\mathcal{A}_{1}\left(e_{1}, \ldots, e_{n}\right)=$ $\vee\left(e_{1}, \ldots, e_{n}\right)$, any one of the conditions is needed.
3. $i=n, \mathcal{A}_{n}\left(e_{1}, \ldots, e_{n}\right)=\mathcal{A}_{n}\left(e_{1}, \ldots, e_{n}\right)=$ $\wedge\left(e_{1}, \ldots, e_{n}\right)$, all the conditions must be met.
4. $i>n, \mathcal{A}_{i}\left(e_{1}, \ldots, e_{n}\right)=0$, all the $n$ conditions plus $i-n$ hidden conditions must be satisfied.
¿From the above Definition 3.3 and Lemma 3.2, we find that the disjunction $\vee$ and conjunction $\wedge$ are only two special cases of $O A$ predicate $\mathcal{A}_{i}$ when $\mathrm{i}=1$ and $\mathrm{i}=\mathrm{n}$. That is to say, $\mathcal{A}_{1}=\vee, \mathcal{A}_{n}=\wedge$. In the following example we will use $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$, or any $\mathcal{A}_{i}$. Therefore, the $O A$ predicate $\mathcal{A}_{i}$ is regarded not only as an integration but also as an extension of disjunction and conjunction.


Figure 1: Illustration of $O A$ axis
If we denote $\Re(\alpha)$ the restriction degree of predicate $\alpha$, then we have the following relation

$$
\begin{equation*}
\Re(V) \leq \Re\left(\mathcal{A}_{i}\right) \leq \Re(\wedge) \tag{15}
\end{equation*}
$$

where $1 \leq i \leq n$

| No | Predicate p | Restriction Value $\Re(p)$ |
| :---: | :---: | :---: |
| 1 | Not | n |
| 2 | $\vee$ | 1 |
| 3 | $\wedge$ | n |
| 4 | $\mathcal{A}_{i}$ | $i(1 \leq i \leq n)$ |

Table 1: Table of Restriction Value

## Definition 3.4 Restriction value

For a given predicate $p$, the restriction value $\Re(p)$ is the value which describes the restriction degree of the predicate $p$.

In the Argumented predicate approach, the restriction values of some predicates are defined in Table 1. In the table, $n$ is the number of possible logical expressions which are acted on by the predicates, e.g., in the expression, $\wedge\left(e_{1}, e_{2}, e_{3}\right)$ and $\mathcal{A}_{2}\left(e_{1}, e_{2}, e_{3}\right)$, the restriction values are $\Re(\wedge)=3$ and $\Re\left(\mathcal{A}_{2}\right)=2$.

## Lemma 3.3 Property

The restriction value $\Re(p)$ of a predicate $p$ IS expression dependent. It may vary in inferences. Therefore, it is also a value for describing the dynamical state of a predicate.

Corresponding to the four significant special cases of the $O A$ predicate $\mathcal{A}_{m}$, we can have four particular restrictions.

Definition 3.5 Let $\mathcal{A}_{m}$ be an $O A$ predicate in an OA predicate function $\mathcal{A}_{m}\left(e_{1}, \ldots, e_{n}\right)$. This function is said to be

1. Defective Restriction, iff $m \leq 0$;
2. Unique Restriction, iff $m=1$;
3. Global Restrictions, iff $m=n$;
4. Over Restriction, iff $m \geq n$.

By this definition, the logical connective $V$ is a unique restriction operation, i.e. in the expression

$$
\vee\left(e_{1}, e_{2}, \ldots \ldots, e_{n}\right)=\mathcal{A}_{1}\left(e_{1}, e_{2}, \ldots \ldots, e_{n}\right)
$$

the logical connective $V$ or argumented predicate $\mathcal{A}_{1}$ need and only need to find any one logical expression $e_{i}$ which is true if there is one. That is to say among the $n$ logical expressions $e_{1}, e_{2}, \ldots . ., e_{n}$, we need to have one and only one expression $e_{i}$ to be true in order to achieve the final goal. In the expression

$$
\wedge\left(e_{1}, e_{2}, \ldots . ., e_{n}\right)=\mathcal{A}_{n}\left(e_{1}, e_{2}, \ldots \ldots, e_{n}\right)
$$

the logical connective $\wedge$ or the equivalent argumented predicate $\mathcal{A}_{n}$ has to act upon all the logical expressions $e_{i}(1 \leq i \leq n)$ that is why $\mathcal{A}_{n}($ or $\wedge)$ is called a global restriction predicate. This shows that the operator
$\mathcal{A}_{1}=\vee$ and $\mathcal{A}_{n}=\wedge$. In the same reason, by the way of the usage in our approach, the logical connective $\neg$ is also a global restriction predicate because in the expression

$$
\neg\left(e_{1}, e_{2}, \ldots \ldots, e_{n}\right)
$$

the connective $\neg$ will act and must act upon all the logical expression $e_{i}(1 \leq i \leq n)$. i.e.,

$$
\neg\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots, x_{n}\right)=\left(\neg x_{1}, \neg x_{2}, \neg x_{3}, \ldots, \neg x_{n}\right)
$$

the defective restriction predicate $\mathcal{A}_{i}(i \leq 0)$ can have two physical explanations. First, for $i=0$, it means in a rule,

$$
\mathcal{A}_{0}\left(e_{1}, e_{2}, \ldots, e_{n}\right) \Longrightarrow r_{1}
$$

the " $r_{1}$ holds true" has nothing to do with $e_{j}(1 \leq j \leq$ $n$ ). Second, for $i<0$, it means that except for thesen expressions, there are $i$ more expressions, for which no matter whether they are true or no, $r_{1}$ will always hold. This expression is therefore also called a valid formula. The over restriction predicate $\mathcal{A}_{i}(i>n)$ means that the over restriction predicate function,

$$
\mathcal{A}_{i}\left(e_{1}, e_{2}, \ldots \ldots, e_{n}\right)
$$

will be true if there are more than these $n$ logical expressions $e_{1}, e_{2}, \ldots, e_{n}$ which hold true. In other words,

$$
\mathcal{A}_{i}\left(e_{1}, e_{2}, \ldots \ldots, e_{n}\right)=1
$$

if and only if,

$$
\mathcal{A}_{2}\left(\mathcal{A}_{n}\left(e_{1}, \ldots, e_{n}\right), \mathcal{A}_{n-m}\left(\tilde{e_{1}}, \ldots, \tilde{e_{m-n}}\right)\right)
$$

where $\tilde{e_{1}}, \tilde{e_{2}}, \ldots \ldots, \tilde{e_{m-n}}$ are some other logical expressions. Becase, in fact, we do not know what $\tilde{e_{1}}, \tilde{e_{2}}, \ldots \ldots, \tilde{e_{m-n}}$ are. Here $\mathcal{A}_{m}\left(e_{1}, e_{2}, \ldots \ldots, e_{n}\right)$ is always false, which therefore, is called an invalid formula.

### 3.2 Properties of Argumented Predicate Logic

The laws for this extended logic are as follows,

## Basic Laws

$$
\begin{gather*}
\mathcal{A}_{1}(x, 0)=x \quad \mathcal{A}_{2}(x, 0)=0  \tag{16}\\
\mathcal{A}_{1}(x, 1)=1 \quad \mathcal{A}_{2}(x, 1)=x  \tag{17}\\
\mathcal{A}_{n}\left(x_{1}, \ldots, x_{n-1}, 1\right)=\mathcal{A}_{n-1}\left(x_{1}, \ldots, x_{n-1}\right)  \tag{18}\\
\mathcal{A}_{n}\left(x_{1}, x_{2}, \ldots, x_{n-1}, 0\right)=0 \tag{19}
\end{gather*}
$$

## Associative laws

$$
\begin{equation*}
\mathcal{A}_{1}\left(x, \mathcal{A}_{1}(y, z)\right)=\mathcal{A}_{1}\left(\mathcal{A}_{1}(x, y), z\right)=\mathcal{A}_{1}(x, y, z) \tag{20}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{A}_{2}\left(x, \mathcal{A}_{2}(y, z)\right)=\mathcal{A}_{2}\left(\mathcal{A}_{2}(x, y), z\right)=\mathcal{A}_{3}(x, y, z) \tag{21}
\end{equation*}
$$

## Eliminative Laws

1. First Eliminative Laws

$$
\begin{gather*}
\qquad \mathcal{A}_{1}\left(x_{1}, \mathcal{A}_{1}\left(x_{2}, \mathcal{A}_{1}\left(\ldots, x_{n}\right)\right) \ldots\right) \\
=\mathcal{A}_{1}\left(x_{1}, x_{2}, \ldots, x_{n}\right)  \tag{22}\\
\mathcal{A}_{2}\left(x_{1}, \mathcal{A}_{2}\left(x_{2}, x_{3}\right)\right)=\mathcal{A}_{3}\left(x_{1}, x_{2}, x_{3}\right) \\
\mathcal{A}_{2}\left(x_{1}, \mathcal{A}_{2}\left(x_{2}, \mathcal{A}_{2}\left(x_{3}, x_{4}\right)\right)\right) \\
\mathcal{A}_{2}\left(x_{1}, \mathcal{A}_{3}\left(x_{2}, x_{3}, x_{4}\right)\right)=\mathcal{A}_{4}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \\
\text { In general, we have } \\
\text { 2. Second Eliminative Laws } \\
\left.\qquad \mathcal{A}_{2}\left(x_{1}, \mathcal{A}_{2}\left(x_{2}, \mathcal{A}_{2}\left(x_{3}, \ldots, x_{n}\right)\right) \ldots\right)\right)  \tag{23}\\
\quad=\mathcal{A}_{n}\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots, x_{n}\right)
\end{gather*}
$$

## Commutative Laws

$$
\begin{align*}
& \mathcal{A}_{1}\left(x_{1}, x_{2}\right)=\mathcal{A}_{1}\left(x_{2}, x_{1}\right)  \tag{24}\\
& \mathcal{A}_{2}\left(x_{1}, x_{2}\right)=\mathcal{A}_{2}\left(x_{2}, x_{1}\right) \tag{25}
\end{align*}
$$

## Extended Commutative Law

$$
\begin{align*}
& \mathcal{A}_{m}\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots, x_{n}\right) \\
= & \mathcal{A}_{m}\left(x_{t_{1}}, x_{t_{2}}, x_{t_{3}}, \ldots, x_{t_{n}}\right) \tag{26}
\end{align*}
$$

Where the $x_{t_{1}}, x_{t_{2}}, \ldots, x_{t_{n}}$ is any combination of the n subscripts $1,2,3, \ldots, n$.

## Distributive Laws

$$
\begin{equation*}
\mathcal{A}_{2}\left(x_{1}, \mathcal{A}_{1}\left(x_{2}, x_{3}\right)\right)=\mathcal{A}_{1}\left(\mathcal{A}_{2}\left(x_{1}, x_{2}\right), \mathcal{A}_{2}\left(x_{1}, x_{3}\right)\right) \tag{27}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{A}_{1}\left(x_{1}, \mathcal{A}_{2}\left(x_{2}, x_{3}\right)\right)=\mathcal{A}_{2}\left(\mathcal{A}_{1}\left(x_{1}, x_{2}\right), \mathcal{A}_{1}\left(x_{1}, x_{3}\right)\right) \tag{28}
\end{equation*}
$$

## Absorptive Laws

$$
\begin{align*}
& \mathcal{A}_{2}\left(x, \mathcal{A}_{1}(x, y)\right)=x  \tag{29}\\
& \mathcal{A}_{1}\left(x, \mathcal{A}_{2}(x, y)\right)=x \tag{30}
\end{align*}
$$

## Extended Absorptive Laws

$$
\begin{align*}
& \mathcal{A}_{1}\left(x, \mathcal{A}_{i}\left(x, x_{1}, x_{2}, x_{3}, x_{4}, \ldots, x_{n}\right)\right)=x  \tag{31}\\
& \mathcal{A}_{2}\left(x, \mathcal{A}_{1}\left(x, x_{1}, x_{2}, x_{3}, x_{4}, \ldots, x_{n}\right)\right)=x \tag{32}
\end{align*}
$$

## De Morgan's Law

$$
\begin{align*}
& \neg \mathcal{A}_{1}(x, y)=\mathcal{A}_{2}(\neg x, \neg y)=\mathcal{A}_{2} \neg(x, y)  \tag{33}\\
& \neg \mathcal{A}_{2}(x, y)=\mathcal{A}_{1}(\neg x, \neg y)=\mathcal{A}_{1} \neg(x, y) \tag{34}
\end{align*}
$$

¿From De Morgan's Law, we can get the following extensions,

$$
\begin{gathered}
\neg \mathcal{A}_{1}\left(x_{1}, x_{2}, \ldots, x_{n}\right)= \\
\mathcal{A}_{n}\left(\neg x_{1}, \neg x_{2}, \ldots, \neg x_{n}\right)= \\
\mathcal{A}_{n} \neg\left(x_{1}, x_{2}, \ldots, x_{n}\right) \\
\\
\neg \mathcal{A}_{2}\left(x_{1}, x_{2}, \ldots, x_{n}\right)= \\
\mathcal{A}_{n-1}\left(\neg x_{1}, \neg x_{2}, \ldots, \neg x_{n}\right)= \\
\mathcal{A}_{n-1} \neg\left(x_{1}, x_{2}, \ldots, x_{n}\right)
\end{gathered}
$$

¿From the above two formulas, we can prove the following extended De Morgan's Law is true, i.e.,

## Extended De Morgan's Law

$$
\begin{align*}
& \neg \mathcal{A}_{m}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \\
= & \mathcal{A}_{n-m}\left(\neg x_{1}, \ldots, \neg x_{n}\right) \\
= & \mathcal{A}_{n-m} \neg\left(x_{1}, \ldots, x_{n}\right) \tag{35}
\end{align*}
$$

### 3.3 Argumented Relational Predicates

An Argumented Relational Predicate, sometimes, is simply called an $A R$ predicate. If there are $n$ arguments attached to an Argumented relational predicate, it is called an n-overlapped Argumented relational predicate ( $\mathrm{n}=0,1,2, \ldots$ ). In particular, the 0 overlapped relational predicates are conventional relational predicates.

Definition 3.6 Argumented Relational Predicates.
A relational predicate is called an Argumented Relational Predicate if there is at least one argument(or constant) attached to the relational predicate.

A conventional relational expression $e>a$ can be represented as an Argumented relational expression $\tilde{G} t_{a} e$. But in conventional predicate logic, it should be represented as $G T(e, a)$. Here, the predicate GT is a 0 -overlapped relational predicate, i.e., conventional relational predicate. $\tilde{G} t_{a}$ is an 1- overlapped relational predicate with an argument $a$ attached to the 0 -overlapped relational predicate $\tilde{G} t$.

## Basic Argumented Relational Predicates

There are five basic argumented relational predicates, $\tilde{G} t_{b}, \tilde{L} t_{b}, \tilde{G e} e_{b}, \tilde{L e} e_{b}$ and $\tilde{E} q_{b}$. The following is a list of the expressions of these five basic argumented relational predicates and their equivalents in conventional logic and in predicate logic.

1. $a>b \Longleftrightarrow G T(a, b) \Longleftrightarrow \tilde{\mathbf{G}}_{\mathbf{b}} \mathbf{a}$
2. $a<b \Longleftrightarrow L T(a, b) \Longleftrightarrow \tilde{\mathbf{L}}_{\mathbf{b}} \mathbf{a}$
3. $a \geq b \Longleftrightarrow G E(a, b) \Longleftrightarrow \tilde{G e}_{\mathbf{b}} \mathbf{a}$
4. $a \leq b \Longleftrightarrow \operatorname{Le}(a, b) \Longleftrightarrow \tilde{L e}_{\mathbf{b}} \mathbf{a}$
5. $a=b \Longleftrightarrow E Q(a, b) \Longleftrightarrow \tilde{\mathbf{E q}}_{\mathbf{b}} \mathbf{a}$

## Argumented Two-Bound-Relational Predicates

Suppose that $[a, b]$ is a real interval and $x, y$ are real variables. The general form of the combined Argumented predicates is as follows,

$$
\begin{gather*}
\mathcal{A}_{i}\left(\left\{\begin{array}{c}
\tilde{G} t_{\alpha} \\
\tilde{G} e_{\alpha}
\end{array}\right\}\left\{\begin{array}{c}
\tilde{L} t_{\beta} \\
\tilde{L} e_{\beta}
\end{array}\right\}\right)  \tag{36}\\
\mathrm{i}=1,2, \ldots
\end{gather*}
$$

So, the general form of an argumented Two-BoundRelational Predicate function is,

$$
\mathcal{A}_{i}\left(\left\{\begin{array}{c}
\tilde{G} t_{\alpha}  \tag{37}\\
\tilde{G} e_{\alpha}
\end{array}\right\}\left\{\begin{array}{c}
\tilde{L} t_{\beta} \\
\tilde{L} e_{\beta}
\end{array}\right\}\right)\left(e_{1}, e_{2}, \ldots \ldots, e_{n}\right)
$$

$$
\mathrm{i}=1,2, \ldots
$$

The above general form of the predicates can be rewritten as the following eight separated formulas,

1. $a \leq x \leq b \Longleftrightarrow \mathcal{A}_{2}\left(\tilde{G e} e_{a}, \tilde{L e} e_{b}\right) x$
2. $a<x \leq b \Longleftrightarrow \mathcal{A}_{2}\left(\tilde{G} t_{a}, \tilde{L e} e_{b}\right) x$
3. $a \leq x<b \Longleftrightarrow \mathcal{A}_{2}\left(\tilde{G e} e_{a}, \tilde{L} t_{b}\right) x$
4. $a \leq x \leq b \Longleftrightarrow \mathcal{A}_{2}\left(\tilde{G} t_{a}, \tilde{L} t_{b}\right) x$
5. $x<a$ or $x>b \Longleftrightarrow \mathcal{A}_{1}\left(\tilde{G} t_{b}, \tilde{L} t_{a}\right) x$
6. $x \leq a$ or $x>b \Longleftrightarrow \mathcal{A}_{1}\left(\tilde{G} t_{b}, \tilde{L e}\right) x$
7. $x<a$ or $x \geq b \Longleftrightarrow \mathcal{A}_{1}\left(\tilde{G e} e_{b}, \tilde{L} t_{a}\right) x$
8. $x \leq a$ or $x \geq b \Longleftrightarrow \mathcal{A}_{1}\left(\tilde{G} e_{b}, \tilde{L} e_{a}\right) x$

Corresponding to conventional relational predicates, there are several equivalent relations, such as,

1. $\tilde{G} t_{\alpha} e \Longleftrightarrow e>\alpha$
2. $\tilde{G} t_{\alpha}\left(e_{1}, e_{2}, \ldots \ldots, e_{n}\right) \Longleftrightarrow\left(e_{1}>\alpha\right) \wedge\left(e_{2}>\alpha\right) \wedge$ $\left(e_{3}>\alpha\right) \ldots \wedge\left(e_{n}>\alpha\right) \Longleftrightarrow \bigwedge_{i=1}^{n}\left(e_{i}>\alpha\right)$
3. $\tilde{L} e_{\alpha}\left(e_{1}, e_{2}, \ldots \ldots, e_{n}\right) \Longleftrightarrow \bigwedge_{i=1}^{n}\left(e_{i} \leq \alpha\right)$
4. $\mathcal{A}_{1}(G T \alpha L T \beta)\left(e_{1}, e_{2}, \ldots \ldots, e_{n}\right) \quad \Longleftrightarrow$ $\mathcal{A}_{1}\left(\tilde{G} t_{\alpha}, \tilde{L e} e_{\beta}\right)\left(e_{1}, e_{2}, \ldots \ldots, e_{n}\right)$ $\Longleftrightarrow \bigwedge_{i=1}^{n}\left(\left(e_{i}>\alpha\right) \vee\left(e_{i}<\beta\right)\right)$
5. $\mathcal{A}_{2}(G E \alpha$ LT $\beta) e \Longleftrightarrow \mathcal{A}_{2}\left(\tilde{G e} e_{\alpha}, \tilde{L t} t_{\beta}\right) e \Longleftrightarrow((e \geq$ $\alpha) \wedge(e<\beta))$
6. $\begin{aligned} & \mathcal{A}_{2}(G E \alpha L T \beta)\left(e_{1}, e_{2}, \ldots \ldots, e_{n}\right) \\ & \mathcal{A}_{2}\left(\tilde{G} t_{\alpha}, \tilde{L} e_{\beta}\right)\left(e_{1}, e_{2}, \ldots \ldots, e_{n}\right)\end{aligned} \quad \Longleftrightarrow \quad\left(\left(e_{1} \quad>\right.\right.$ $\left.\alpha) \wedge\left(e_{1} \leq \beta\right)\right) \wedge\left(\left(e_{2}>\alpha\right) \wedge\left(e_{2} \leq \beta\right)\right) \ldots \wedge\left(\left(e_{n}>\right.\right.$ $\left.\alpha) \wedge\left(e_{n} \leq \beta\right)\right) \Longleftrightarrow \bigwedge_{i=1}^{n}\left(\left(e_{i}>\alpha\right) \vee\left(e_{i} \leq \beta\right)\right)$

## 4 MKL Language

The Meteorological Knowledge Representation Language (MKL) $[3,5]$ is a functional knowledge representation programming language which is based on the argumented predicate logic we discussed above. A full discussion about the application of MKL appeared in $[3,4,7,9]$. The theoretical part of MKL is represented in [3, 8, 6, 5]. In MKL, a statement is composed of two parts, the operator(s) and the operand(s). Thus, a rule in MKL could be represented in the general form,

$$
\begin{equation*}
r \Leftarrow O(P) \tag{38}
\end{equation*}
$$

where $O$ is an operator list, $P$ is an operand list and $r$ is the consequence part of the rule which may include a confidence.

This representation method has several advantages which will be discussed later. In this article, we are not
going to give a full description of MKL. We only list some examples to show how the argumented predicates are applied in the implementation and application of the MKL language.

The first problem, i.e, the $m$-out-of- $n$ problem, in MKL, is simply represented as

$$
\begin{equation*}
\operatorname{arb} * m\left(e_{1}, e_{2}, \ldots, e_{n}\right) \Longrightarrow r_{1} \tag{39}
\end{equation*}
$$

The second problem, i.e, the Two-Bound-Relation Problem, in MKL[5, 3] can be represented in the following general form

$$
\begin{gather*}
\mathcal{A}_{m}\left(\left\{\begin{array}{l}
G T \\
G E
\end{array}\right\} \alpha,\left\{\begin{array}{l}
L T \\
L E
\end{array}\right\} \beta\right)\left(x_{1}, x_{2}, \ldots, x_{n}\right)  \tag{40}\\
m=1,2, \ldots
\end{gather*}
$$

That is,

$$
\begin{gather*}
a r b * m\left(\left\{\begin{array}{c}
G T \\
G E
\end{array}\right\} \alpha,\left\{\begin{array}{l}
L T \\
L E
\end{array}\right\} \beta\right)\left(x_{1}, x_{2}, \ldots, x_{n}\right)  \tag{41}\\
m=1,2, \ldots
\end{gather*}
$$

For example, to represent a rule, if all the n variables $x_{1}, x_{2}, \ldots, x_{n}$ are greater than $a$ and less than $b$, then $r_{2}$ holds. In MKL, we simply represent it as

$$
\begin{equation*}
\mathcal{A}_{2}(G E a \quad L E b)\left(x_{1}, \ldots, x_{n}\right) \Longrightarrow r_{2} \tag{42}
\end{equation*}
$$

Specifically, let a be 1 , b be 10 and $n=3$, then in MKL, we have,

$$
\begin{equation*}
\left.\mathcal{A}_{2}(G E 1 \quad L E 10)\right)\left(x_{1}, x_{2}, x_{3}\right) \Longrightarrow r_{2} \tag{43}
\end{equation*}
$$

One limitation of this new representation is that if $x_{i}$ have different ranges such representation would not be very helpful. However, in the case that $x_{i}$ have the same range this representation would be very helpful.

Given
Rule 4.1 If any two of the differences of the geopotential height on the 500 hPa between the stations 58847 and 58456, 55585 and 59463 are greater than or equal to 9 geopotential deca-meter height, THEN NTR occurs with confidence 0.86 .

It could be represented in MKL as,

$$
\operatorname{NTR}(0.86) \Leftarrow
$$

$$
\begin{equation*}
\mathcal{A}_{2} \tilde{G} e_{9}-H 5(58847,58456,55585,59463) \tag{44}
\end{equation*}
$$

Rule 4.2 If the wind directions on the 500hPa layer over 29612 and 36003 stations are all greater than $270^{\circ}$ or, less than or equal to $90^{\circ}$, and the wind directions on same layer over any two of the three stations 29231, 29634 and 29838 are greater than $90^{\circ}$ and less than or equal to $270^{\circ}$, THEN the weather event NTCS occurs.

| Comparison items | FOL | PPN | APA |
| :--- | :---: | :---: | ---: |
| $\wedge$ | $\left(\begin{array}{l}m-1)\binom{m}{n} \\ \hline \vee \\ \hline\end{array}\binom{m}{n}\right.$ | - |  |
| $O A$ predicate | - | 1 | - |
| each $e_{i}$ | - | - | 1 |

Table 2: Costs in representing m-out-of-n problem

In MKL, it is represented as,

$$
\text { NTCS } \Leftarrow
$$

$a r b * 2(a r b * 1(G T 270 L E 90) D 5(29612,36003)$;
$a r b * 2(a r b * 2(G T 90$ le 270) $D 5(29231,29634,29838))$.
or, in the extended predicate logic, it is represented as,

$$
\begin{gather*}
\mathrm{NTCS} \Leftarrow \\
\mathcal{A}_{2}\left(\mathcal{A}_{1}\left(\tilde{G} t_{270}, \tilde{L e_{90}}\right) D 5(29612,36003) ;\right. \\
\left.\mathcal{A}_{2}\left(\tilde{G} t_{90}, \tilde{L e_{270}}\right) D 5(29231,29634,29838)\right) \tag{46}
\end{gather*}
$$

## 5 Analysis and Comparison

First of all, we compare the argumented predicate approach (APA) with the conventional first order logic method(FOL) and the Polish Prefix Notation(PPN). The following tables show how many times the operators and operands are used in dealing with the two problems.

Compared with the FOL expression and the PPN expression, the differences are listed in Tables 2 and 3.

Compared to the traditional logic, our extended logic has three main advantages.

## 1. expressed succinctly

The following is the same rule in different expressions. (47) is in extended logic expression.

$$
\begin{gathered}
\text { NGHR } \Leftarrow \\
\mathcal{A}_{2}\left(\tilde{L} t_{589} H 5(47936,58847,59316,59289) ;\right.
\end{gathered}
$$

$$
\tilde{G} t_{-3} v h 5(55299,55591,56004,56029,56046
$$

$$
\begin{equation*}
56080,56096,56137)) \tag{47}
\end{equation*}
$$

In conventional logic, it could be represented as,
$\mathbf{N G H R} \Leftarrow$

| Comparison items | FOL | PPN | APA |
| :--- | :---: | :---: | ---: |
| $\wedge$ | $2 \mathrm{n}-1$ | 1 | - |
| $\leq$ | 2 n | 2 n | - |
| $A R$ predicate | - | - | 1 |
| a | n | n | 1 |
| b | n | n | 1 |
| $x_{i}$ | 2 | 2 | 1 |

Table 3: Costs in representing two-bound-relation

$$
\begin{gather*}
((H 5(47936)<589) \wedge(H 5(58847)<589) \wedge \\
(H 5(59316)<589) \wedge(H 5(59287)<589)) \wedge \\
(((H 5(55299)-H 51(55299))>-3) \wedge \\
((H 5(55591)-H 51(55591))>-3) \wedge \\
((H 5(56004)-H 51(56004))>-3) \wedge \\
((H 5(56029)-H 51(56029))>-3) \wedge \\
((H 5(56046)-H 51(56046))>-3) \wedge \\
((H 5(56080)-H 51(56080))>-3) \wedge \\
((H 5(56096)-H 51(56096))>-3) \wedge \\
((H 5(56137)-H 51(56137))>-3) \tag{48}
\end{gather*}
$$

It is very obvious that the extended logic expression (47) is much shorter and clearer than the conventional logical expression (48).
2. Integration and extension of disjunction and conjunction
The $O A$ predicate $\mathcal{A}_{i}$ is an integration and extension of disjunction $V$ and conjunction $\wedge$ in conventional logic. As mentioned earlier, disjunction, $\vee$ and conjunction, $\wedge$ in conventional logic are only two special cases of the $O A$ predicate when $\mathrm{i}=1$ or $\mathrm{i}=\mathrm{n}$, that is,

$$
\begin{aligned}
& \mathcal{A}_{1}\left(e_{1}, e_{2}, \ldots \ldots, e_{n}\right)=\vee\left(e_{1}, e_{2}, \ldots . ., e_{n}\right) \\
& \mathcal{A}_{n}\left(e_{1}, e_{2}, \ldots . ., e_{n}\right)=\wedge\left(e_{1}, e_{2}, \ldots . ., e_{n}\right)
\end{aligned}
$$

We have $\mathcal{A}_{1}=\vee$ and $\mathcal{A}_{n}=\wedge$.

## 3. Saving time and space

Obviously, the Argumented predicate approach improves substantially on the conventional FOL method. From Tables 2 and 3, we can see that for processing the same rule, in APA only one operator is needed. But in FOL $m\binom{m}{n}-1$ operators are needed. And in $\operatorname{PPN}\binom{m}{n}+1$ operators are needed. We find from the computational point of view, the argumented method can reduce relational operations, retrieval time, and logic operations. For example, in the problem of $m$ out of $n$, the average operation is $O\left(n\binom{m}{n}\right.$, however, in our approach it is only $O(n)$.

However, MKL is a special language for the representation of meteorological knowledge. Whereas, FOL, APA, Prolog are the tools for more general purposes. The MKL language is interpreted by the interpreter written in C. The idea, the design strategy and implementation technology of MKL are applicable to many other problems. But to the language itself, the introduced predicates and the functions are mainly for convenient of meteorological knowledge representation and processing. As the MKL interpreter is written in the high language C , the size of the interpreter is very small. As a specific purpose language, it well fit the needs of meteorological knowledge representation, and is convenient for meteorologists. The language adopts logic construction method. It considers both the needs in solving meteorological problems and the advantage of logical expressions. At the meantime it also takes the advantage of Prolog in inference. MKL focuses on the processing of the representation of index type knowledge and the character type knowledge. A meteorological expert system can directly accept, recognize and process the knowledge represented in MKL. Such processing include understanding, explanation and applications in solving real world problems in the area of weather forecasting.
The MKL language has been applied in building a number of weather forecasting expert systems which include the WMES I and II, the Wuhan heavy rain forecasting expert systems. These systems have been in operation since 1995. On average, the predictive accuracy rate of the systems are very competitive with that made by a human domain expert. It was very interesting that in the summer of 1985, two heavy rain events were predicted correctly by the system, but were failed by human experts due to the careful analysis carried out by the system. Later on we discovered the same case. In all of these systems, the knowledge is provided by human experts and encoded in MKL. We expect that a learning system based on the MKL knowledge representation can be developed for the discovery of weather forecasting rules from observational data. Further, an integrated comprehensive system can be built using MKL representation which combines learning, forecasting, data and knowledge analysis and
applications.

## 6 Conclusion

This paper introduced a new approach for handling specific domain knowledge representation difficulties and inconveniences using Argumented predicates. This method can significantly speed up the logical operation process and save a considerable time and space. The idea of the approach is to transform conventional first logic into a flexible Argumented predicate representation, which can greatly reduce the descriptive complexity of a rule and thereby greatly reduce the times of logical operations. We also provide a number of definitions and corresponding lemmas and corollaries.

This research demonstrated some potential benefits to further research in knowledge processing. In particular, for other informal logics, such as fuzzy logic, matrix logic and model logic. Future research will extend the argumented logic to other informal logics, and apply them to solve real application problems. The uncertainty problem [13, p415-467] processing strategies can also be incorporated in the approach. We expect that the application of the $O A$ predicate in machine learning and automatic reasoning could be very fruitful.
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## THE MINISTRY OF SCIENCE AND TECHNOLOGY OF THE REPUBLIC OF SLOVENIA

Address: Slovenska 50, 1000 Ljubljana, Tel.: +386 61 1311 107, Fax: +386 611324140.
WWW:http://www.mzt.si
Minister: Lojze Marinček, Ph.D.
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The Standards and Metrology Institute of the Republic of Slovenia
Address: Kotnikova 6, 61000 Ljubljana, Tel.: +38661 1312 322, Fax: +386 61314882 .
Slovenian Intellectual Property Office
Address: Kotnikova 6, 61000 Ljubljana, Tel.: +38661 1312 322, Fax: +38661318983.
Office of the Slovenian National Commission for UNESCO
Address: Slovenska 50, 1000 Ljubljana, Tel.: +38661 1311 107, Fax: +38661302951.

## Scientific, Research and Development Potential:

The Ministry of Science and Technology is responsible for the R\&D policy in Slovenia, and for controlling the government R\&D budget in compliance with the National Research Program and Law on Research Activities in Slovenia. The Ministry finances or co-finance research projects through public bidding, while it directly finance some fixed cost of the national research institutes.

According to the statistics, based on OECD (Frascati) standards, national expenditures on R\&D raised from $1,6 \%$ of GDP in 1994 to $1,71 \%$ in 1995. Table 2 shows an income of R\&D organisation in million USD.

| Total investments in R\&D (\% of GDP) | 1,71 |
| :--- | ---: |
| Number of R\&D Organisations | 297 |
| Total number of employees in R\&D | 12.416 |
| Number of researchers | 6.094 |
| Number of Ph.D. | 2.155 |
| Number of M.Sc. | 1.527 |

Table 1: Some R\&D indicators for 1995

|  | Ph.D. |  |  | M.Sc. |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
|  | 1993 | 1994 | 1995 | 1993 | 1994 | 1995 |
| Bus. Ent. | 51 | 93 | 102 | 196 | 327 | 330 |
| Gov. Inst. | 482 | 574 | 568 | 395 | 471 | 463 |
| Priv. np Org. | 10 | 14 | 24 | 12 | 25 | 23 |
| High. Edu. | 1022 | 1307 | 1461 | 426 | 772 | 711 |
| TOTAL | 1565 | 1988 | 2155 | 1029 | 1595 | 1527 |

Table 2: Number of employees with Ph.D. and M.Sc.

- stimulating and supporting of scientific and research disciplines that are relevant to Slovenian national authenticity;
- co-financing and tax exemption to enterprises engaged in technical development and other applied research projects;
- support to human resources development with emphasis on young researchers; involvement in international research and development projects;
- transfer of knowledge, technology and research achievements into all spheres of Slovenian society.

Table source: Slovene Statistical Office.

## Objectives of R\&D policy in Slovenia:

- maintaining the high level and quality of scientific technological research activities;
- stimulation and support to collaboration between research organisations and business, public, and other sectors;

|  | Basic Research |  | Applied Research |  | Exp. Devel. |  | Total |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1994 | 1995 | 1994 | 1995 | 1994 | 1995 | 1994 | 1995 |
| Business Enterprises | 6,6 | 9,7 | 48,8 | 62,4 | 45,8 | 49,6 | 101,3 | 121,7 |
| Government Institutes | 22,4 | 18,6 | 13,7 | 14,3 | 9.9 | 6,7 | 46,1 | 39,6 |
| Private non-profit Organisations | 0,3 | 0,7 | 0,9 | 0,8 | 0,2 | 0,2 | 1,4 | 1,7 |
| Higher Education | 17,4 | 24,4 | 13,7 | 17,4 | 8,0 | 5,7 | 39,1 | 47,5 |
| TOTAL | 46,9 | 53,4 | 77,1 | 94,9 | 63.9 | 62,2 | 187,9 | 210,5 |

[^3]
## JOŽEF STEFAN INSTITUTE

Jožef Stefan (1835-1893) was one of the most prominent physicists of the 19th century. Born to Slovene parents, he obtained his Ph.D. at Vienna University, where he was later Director of the Physics Institute, Vice-President of the Vienna Academy of Sciences and a member of several scientific institutions in Europe. Stefan explored many areas in hydrodynamics, optics, acoustics, electricity, magnetism and the kinetic theory of gases. Among other things, he originated the law that the total radiation from a black body is proportional to the 4 th power of its absolute temperature, known as the Stefan-Boltzmann law.

The Jožef Stefan Institute (JSI) is the leading independent scientific research institution in Slovenia, covering a broad spectrum of fundamental and applied research in the fields of physics, chemistry and biochemistry, electronics and information science, nuclear science technology, energy research and environmental science.

The Jožef Stefan Institute (JSI) is a research organisation for pure and applied research in the natural sciences and technology. Both are closely interconnected in research departments composed of different task teams. Emphasis in basic research is given to the development and education of young scientists, while applied research and development serve for the transfer of advanced knowledge, contributing to the development of the national economy and society in general.

At present the Institute, with a total of about 700 staff, has 500 researchers, about 250 of whom are postgraduates, over 200 of whom have doctorates (Ph.D.), and around 150 of whom have permanent professorships or temporary teaching assignments at the Universities.

In view of its activities and status, the JSI plays the role of a national institute, complementing the role of the universities and bridging the gap between basic science and applications.
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