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## Introduction: Design Issues of Gigabit Networking

The ongoing revolution in the wide area network infrastructure and services is creating tremendous opportunities for network equipment vendors, operators, and service providers. On the other hand, it is also creating new challenges for them to be tackled. These challenges include a number of issues, such as design infrastructure of gigabit networking, SONET/SDH architectures, protocol design for multimedia, fault-tolerant of backbone networks, routing and congestion protocols, switching issues, QoS of ATM networks, etc. In particular, a multitude of choices, the unpredictability of future technologies and traffic, the need to operate heterogeneous networks, and the speed of change necessitate an understanding of design issues in early stages.

This continuing explosive growth of multimedia traffic coupled with a high degree of uncertainty in future traffic patterns call for new approaches to planning network technologies, topologies, and capacities. This feature issue provides some leads to recent efforts by researchers in this field. There are eight articles for this theme that touches on major issues of concern in this field.

The first article by Marosits et al suggests a novel traffic control framework to support all services traffic in ATM. The control is based on a complete buffer partitioning architecture and on the associated buffer scheduling rule with adaptive weighting functions. After presenting the formulation of the traffic control problem, a comprehensive performance evaluation of the method has been discussed and simulation results and QoS dependence on different traffic services are detailed.

Cseleny and Szabo, in the second article, discuss an efficient resource allocation for Internet and ATM multimedia applications. They go on to present an intelligent allocation approach that utilizes the knowledge of multimedia application and user behavior during connection establishment. They analyze and model their approach using a video-phone service as an example. The performance of the proposed schemes is evaluated and the benefits are highlighted in terms of connection setup time, blocking probability, and signaling intensity.

Third, recognizing that fault-tolerance is of a great importance, especially in high capacity networks, Rayhan et al present a rigorous study of a fault-tolerant ATM switch using logical neighborhood network. The switch is targeted for terabit switching through localized traffic control and management, use of input/output queuing, distributed simple cell routing algorithm, and soft fault tolerance. In addition, they also propose a dynamic routing algorithm that detects blocked and/or faulty links. The switch throughput, cell loss probability, and performance under faults are studied as well.

Issues on the network level are as important as at the switch level. The next three papers deal with issues at the network level. Liotopoulos examines the scalability poten-
tial of 3-stage Clos networks for Gig-abit ATM switching. The proposed switching fabric, a nonblocking with capacity scalable to 160 Gbps , consists of a number of modular switching elements, interconnected in a 3 -stage Clos network, with a total nuniber of up to $1024 \times 1024$ input/output ports (OC-3). Results show that nonblocking operation is feasible with small internal buffering that leads to very low cell latencies. Given the appropriate Call Admission Control algorithm and an adequate number of middle-stage switches, the Clos network can also provide nonblocking operation at call setup.

Then, Venkatesan et al investigate the performance analysis of pipelined multistage interconnection networks to combat internal and output blocking. They present the effects of the buffer size on the performance of pipelined multistage interconnection networks based on banyan as well as Balanced Gamma networks. Performance analyses with finite input and finite output buffers are addressed under traffic patterns created using mixes of uniform random traffic as well as bursty traffic. These traffic patterns are closer to ATM traffic than permutation traffic or pure uniform random traffic. They conclude that output queuing is an architecture independent problem.

Still at the network level, Battou and Khan propose an approach to ATM network topology design that is driven by the performance of its routing protocol, PNNI. Towards this end, they define performance indicators based on the time and traffic required for the protocol to first enter and subsequently return to the meta-stable state of global synchrony, in which switch views are in concordance with physical reality. They argue that the benefits of high call admission rate and low setup latency are guaranteed by our indicators. Then, use the PNNI Routing and Simulation Toolkit (PRouST) to conduct simulations of PNNI networks, with the aim of discovering how topological characteristics such as the diameter, representation size, and geodesic structure of a network affect its performance.

Then, Nong et al present a scheduling algorithm for multiple input-queued ATM switches. They assume that the interconnection network of the ATM switch is internally non blocking and each input port try to reduce the head-of-line (HOL) blocking of conventional input queuing switches. Each input is allowed to send only one cell per time slot, and each output port is allowed to accept only one cell per time slot. The cells to be transmitted in a time slot are selected using a fast, fair and efficient scheduling algorithm called iSLIP. The switch throughput, mean cell delay; and cell loss probability are computed from the analytical model. With the switch being under heavy traffic loads, the accuracy of the analytical model is verified using simulation.

Finally, Mickle looks at the possibility of determining an absolute network performance for a collection of networks connected to form an Internet. However, the Internet in this
case is captive and created to serve a single purpose, as is the case with numerous control problems such as the beam control of a linear accelerator. A captive Internet has a theoretical capability at the physical level depending on the type of networks that have been interconnected. This capability, in terms of bits per second, i.e., data rates, represents a convex domain of feasibility in which the network can be characterized as a single point at any instant of time. The characterization or modeling of a captive Internet in this fashion also provides a basis for analysis of the wellknown Internet under certain assumptions of protocols and priorities.

This is a modest list of contributions to the vast topic of broadband network architectures. It is essential to note that many other important points that fall under this topic could not be accommodated here. We believe that the articles presented here will shed some light that will lead to better research, about the infrastructure of gigabit networks, in the future.
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#### Abstract

This paper presents a general traffic control framework for Asynchronous Transfer Mode (ATM) networks with its performance evaluation. The proposed traffic control scheme can incorporate all the recently considered ATM service classes including Constant Bit Rate (CBR), real time Variable Bit Rate (rtVBR), non-real time Variable Bit Rate (nrVBR), Available Bit Rate (ABR) and Unspecified Bit Rate (UBR) services. The control is based on a complete buffer partitioning architecture and on the associated buffer scheduling rule with adaptive weighting functions. We present the formulation of the traffic control as an optimization problem in a 3-dimensional Quality of Service (QoS) state space. A solution approach based on dynamic programming is also suggested. A comprehensive performance evaluation of the method has been performed based on simulations and results are presented with several examples. The QoS dependence on CBR load, VBR load, VBR burstiness, UBR load are investigated and results are demonstrated with explanations.


## 1 Introduction

Since ATM networks are to support CBR, $\mathrm{rtVBR}, \mathrm{nrVBR}$, ABR and UBR service classes, the simplest 2-level priority based control policies become inadequate [11, 19]. Furthermore, within these service classes different VCs may require different cell loss, cell delay and cell delay variation parameters. It is therefore essential that the traffic control strategies be capable for the provision of the negotiated QoS parameters and for high network utilization by statistical multiplexing traffic classes with strict (CBR and VBR ) or limited (ABR) QoS guarantees with a pure best effort type service class (UBR). Indeed, one of the key issues in the success of ATM is the traffic integration, and specifically, the design and analysis of control strategies which make the integration possible $[9,15,18,20,21]$. The need for a fine granularity of traffic control in ATM has been recognized e.g. in [19] and [11] where a 4-level priority based control mechanism is proposed. This model classifies traffic classes as "sensitive" or "less sensitive" to loss and delay. Gelenbe et al. concentrates on minimizing the impact of cell loss where cells belonging to different
classes are assigned a cost function representing the importance of cells belonging to different "sessions" i.e. VCC's [12]. However, the priority based control algorithms are simple and easy to evaluate, their behaviour are static, they cannot be adapted to variable traffic. In addition, there are too many loser services because of static rules. The mixed approaches, such as Partial Buffer Sharing [14] are better, but they are not suitable for both loss and delay sensitive traffic, for example rtVBR. In a static priority system the cells with higher priority level can completely push out the lower priority traffic. This is an important problem in the case the network can provide ABR traffic. The ABR cannot have the lowest priority because it also has QoS guarantees. However, if it has a medium priority level, it can push out all the lower priority cell streams that are neglected in the control. ABR increases its rate to utilize the full bandwidth left by higher priority classes.

It is envisaged that second generation ATM switches will employ the Generalized Processor Sharing (GPS) and its packetized version PGPS, as the basic principle for buffer management [16]. However GPS is a static rule which means that it is reconfigured only when a new connection
is established. There is no adaption of the fluctuation of traffic between two reconfigurations and the instantaneous QoS parameters have not been taken into account. The ABR traffic has some problems also with this scheduling discipline, because it can change its rate during the connection setup. In the more theoretical vein, recently there has been a growing interest in devising stochastic control methods, which can serve as a theoretical basis in the engineering of control enabling traffic integration in ATM, see e.g. $[13,17]$.

The purpose of this paper is to present a traffic control framework which allows for arbitrary degree of granularity in terms of guaranteed QoS parameters in an ATM network where service classes with and without QoS guarantee, with and without congestion control, and with and without real time guarantees are present. This means that the control cannot be based on a single bit, like the Cell Loss Priority (CLP) bit found in the ATM header. This is not only because a single bit cannot contain enough information on a complex QoS measure, but also because the continuous ("real time") QoS monitoring of VCC's is both required and feasible by current and next generation ATM switches. We propose a scheme where the control is based on the (1) negotiated QoS parameters, (2) instantaneous (current) QoS of the VCC under control, and (3) network resources allocated for the VCC under control. This is achieved by (1) defining a 3-dimensional QoS state space where the QoS parameters of each VCC can exactly (or with arbitrary precision) be described and (2) by a complete buffer partitioning with complete link capacity sharing [14] architecture of ATM multiplexers, which allows for "an individual handling" of VCC's requesting sharply different QoS measures from the network. It follows that a buffer partition arbitration algorithm is needed, which decides (possibly at each time slot) which partition's cell(s) gets served next. The basic requirements to this algorithm are that (1) it should guarantee the negotiated QoS parameters to each VCC and (2) it should optimize the "overall" network performance in the sense that provided that (1) is kept, each VCC gets the highest possible quality of service while network utilization is also kept high. Since the algorithm is to be executed real time, it should be simple and feasible by current technologies. The authors published the basic idea of this traffic control algorithm in [10] with. This paper presents the performance evaluation of this scheme.

The paper is organized as follows. Section 2 presents the reference architecture of the ATM buffers and the reference model of a VC connection, which serve as the basic model for the traffic control scheme under study. The QoS state space, is described in Section 3. In this space the contracted traffic parameters define an acceptance region, within which the points representing the QoS of the current VCC's must fall. The buffer partition arbitration algorithm is formulated as a dynamic programming optimization problem. Next, in Section 4, simulation results are presented, where the impact of the so called weighting function settings on network behavior is studied. The role
of the weighting functions assigned to the partitions is to define the partition to be scheduled next. The section discusses numerical results and relates some results to related work. Section 5 draws conclusions and outlines future extensions of the model.

## 2 The Scheduling Technique

### 2.1 Buffer architecture

The traffic control method based on the complete buffer partitioning architecture (see Figure 2.1) where the total switch memory is divided to five FIFO buffers according to the presently considered service classes: CBR, rtVBR, nrVBR, UBR and ABR [4]. For the ABR class the end-to-end rate based EFCI mechanism [8] is used to reduce the cell loss. The motivation behind choosing the complete


Figure 2.1 The buffer architecture
buffer partitioning is that previous works clearly demonstrated that the presence of all these inherently different services having also rather diverse QoS requirements the complete buffer partitioning based schemes are superior over shared buffering techniques $[11,14,19]$. The Connection Traffic Descriptors should be selected in corporation with the proper dimensioning of Usage Parameter Control (UPC) $[1,4,7]$, see below. An efficient Call Admission Control (CAC) can be performed with buffer partitioning and bandwidth allocation based on the listed parameters. In our model a weighting function $\left(W_{i}\right)$ is dedicated to each buffer. The cell scheduling rule is the following: all weighting functions are evaluated at each time slot and the Head of Line (HOL) cell of the buffer with the greatest weighting function value is forwarded to the output link. The appropriate choice of the weighting function is a crucial point of the control. The weighting function uses the Connection Traffic Descriptors, QoS Requirements, Network Resource settings and also the current (instantaneous) QoS information of the VCC under control. This idea of weighting functions allows us to set flexible and adaptive control method. An application example of setting the weighting functions
can be found below. We use the results of the CAC as starting point so we get the buffer sizes ( $Q_{i}$ ) as input parameters to our traffic control method.

### 2.2 Traffic Control Parameters

The main goal of traffic control is to protect the network and the user in order to achieve network performance objectives with optimum allocation of network resources [2]. To fulfill these objectives QoS requirements, traffic descriptors and network information needed for the generic traffic control functions. We have chosen the following parameters for our traffic control framework which is in agreement with the standardization work of ATM Forum [3, 4] and ITU-T [1, 2]:

- Connection Traffic Descriptors: Peak Cell Rate (PCR), Cell Delay Variation Tolerance (CDVT), Sustainable Cell Rate (SCR), Maximum Burst Size (MBS), Minimum Cell Rate (MCR) and the conformance definition: the Generic Cell Rate Algorithm (GCRA) [2]
- Quality of Service Parameters: Cell Loss Ratio (CLR), average Cell Transfer Delay (CTD), peak-topeak Cell Delay Variation (CDV)
- Network Resources: link capacities (C), memory size for buffering (Q)


## 3 The QoS Control

### 3.1 QoS specification

Recently there are five service classes with different traffic descriptors and QoS requirements defined in ATM. Correlation can be discovered between descriptor parameters and QoS requirements, which are specified in Table 3.1. Our assignment is mainly based on the ATM Forum specification [4].

The weighting function related to a service class should reflect the parameters specified in the appropriate column of Table 3.1. The end-to-end performance objectives of traffic contract should be allocated among the connection portions. We use the allocation principles specified in the standardization works, i.e. the CLR and CTD objectives are allocated by additive rules and CDV objectives are determined by the square root rule $[1,5]$. In this way, our control method can be performed locally in the switches, because each switch has the performance objectives after the above decomposition for itself. Note that using the local performance objectives, local resource settings and the instantaneous local QoS information with the given Connection Traffic Descriptors the general end-to-end traffic control problem can be handled as a local traffic control problem in each switch. We avoid the overload caused by the transmission of lot of information necessary for a global control too. Also note, that this control can coexist with the end-to-end ABR control mechanism.


Table 1: Table 3.1 Parameters of traffic contract and QoS requirements

### 3.2 The 3-dimensional abstract QoS space

To connect the quality of service requirements negotiated by the traffic contract to weighting function parameters we define a 3-dimensional state space with co-ordinates of measures of cell loss, delay and delay variation characteristics [8]. We choose for these measures the instantaneous CLR, CTD, and CDV parameters of a connection. That means each connection represented as a point of this space in each time slot (see Figure 3.1).

In this state space the QoS evolution of VCs can be observed where acceptance region can also be identified based on the negotiated QoS requirements. We define a cost function as an abstract distance of the actual QoS from the origin in the state space. The task of the traffic control method is thereafter formulated as to find the appropriate weighting functions such that:

- the actual QoS values for each VC should be within the negotiated region
- the total cost of all VC connections should be minimal


Figure 3.1 The abstract QoS state space

To fulfill these objectives we face with an optimization problem. One of the possible solutions is to define weighting functions, which parameters are evaluated with a dynamic programming algorithm [10].

### 3.2.1 System equation

Consider the buffer partition in Figure 3.2. The lower index $i$ refers to the service class $(i=1 . .5, \mathrm{i}=1$ : CBR, $\mathrm{i}=2$ : rtVBR, $\mathrm{i}=3$ : nrVBR, $\mathrm{i}=4$ : ABR, $\mathrm{i}=5$ : UBR), the upper index ( $k$ ) refers to the $k$ th time slot. The state of the system at each time slot is specified by the following variables assigned to the $i$ th queue at time $(k): n_{i}^{(k)}$ : the number of processed cells; $l_{i}^{(k)}$ : the number of discarded cells; $q_{i}^{(k)}$ : the length of the queue (i.e. the number of cells in the queue); $\tau_{i}^{(k)}$ : time stamp of the current HOL cell. This stamp is assigned to this HOL cell when entering the buffer. The aggregation of these quantities gives the system state column vector $\left(X_{i}^{(k)}\right)^{T}=\left(n_{i}^{(k)}, l_{i}^{(k)}, q_{i}^{(k)}, \tau_{i}^{(k)}\right)$. $Q_{i}$ is the buffersize of the $i$ th partition, $a_{i}^{(k)}$ is the number of arriving cells and $u_{i}^{(k)}$ is the number of served cells during the $k$ th time slot. In this paper, for simplicity, we do not allow batch arrivals or batch departures, i.e. the latter two quantities are either 0 or 1 . Note the $a$ will correspond to the random disturbance while $u$ to the control in the DP algorithm. Also note that all these variables are quantities which can be stored locally at the switch, which ease the formulation of a local control law.

| lower index $i$ | index of the service class |
| :---: | :---: |
| upper index (k) | number of the current time slot |
| $n_{i}^{(k)}$ | the number of processed cells |
| $l_{i}^{(k)}$ | the number of discarded cells |
| $q_{i}^{(k)}$ | the number of cells in the queue |
| $\tau_{i}^{(k)}$ | the time stamp of the current HOL cell |
| $Q_{i}$ | the buffersize of the $i$ th partition |
| $a_{i}^{(k)}$ | the number of arriving cells |
| $u_{i}^{(k)}$ | number of served cells |



Figure 3.2 Notations of cell buffering

With the above notation and assuming $l_{i}^{(0)}=0$ the system dynamics is described by the following discrete time system equations:

$$
\begin{aligned}
q_{i}^{(k+1)} & =\min \left(q_{i}^{(k)}-u_{i}^{(k)}+a_{i}^{(k)}, Q_{i}\right) \\
l_{i}^{(k+1)} & =\max \left(q_{i}^{(k)}-u_{i}^{(k)}+a_{i}^{(k)}-Q_{i}, 0\right)+l_{i}^{(k)} \\
n_{i}^{(k+1)} & =n_{i}^{(k)}+a_{i}^{(k)}
\end{aligned}
$$

Note that an alternative to (1) could be:

$$
n_{i}^{(k+1)}=n_{i}^{(k)}+u_{i}^{(k)}
$$

but we will assume that $n_{i}^{(k+1)}$ is large enough to make this difference irrelevant. Obviously, we have the following
control constraint: $\sum_{i} u_{i}^{(k)} \leq 1$ for all $k$, indicating that at most one queue can get served at any one time.

### 3.2.2 Instantaneous QoS Characteristics

We proceed with relating cell loss probability $c_{i 1}^{(k)}$, average (instantaneous) cell delay $c_{i 2}^{(k)}$ and average (instantaneous) cell delay variation $c_{i 3}^{(k)}$ to the system variables. These definitions are important, because they map the system description to the abstract model of the QoS state space ( $i=1 . .5$ ).

$$
\begin{aligned}
& c_{i 1}^{(k+1)}=\frac{l_{i}^{(k)}}{n_{i}^{(k)}} \\
& c_{i 2}^{(k+1)}= \begin{cases}\frac{n_{i}^{(k)} * c_{i 2}^{(k)}+\left(k-\tau_{i}^{(k)}\right)}{n_{i}^{(k)}} & \text { if } u_{i}^{(k)}=0 \\
c_{i 2}^{(k)} & \text { if } u_{i}^{(k)}=1\end{cases} \\
& c_{i 3}^{(k+1)}= \begin{cases}\frac{n_{i}^{(k)} * c_{i 3}^{(k)}+\left(k-\tau_{i}^{(k)}-c_{i 2}^{(k)}\right)}{n_{i}^{(k)}} & \text { if } u_{i}^{(k)}=1 \\
c_{i 3}^{(k)} & \text { if } u_{i}^{(k)}=0\end{cases}
\end{aligned}
$$

### 3.2.3 Cost Functional

In this subsection we define the cost functional applicable for optimization with dynamic programming, since it facilitates a straightforward formulation of the Bellman equation [6]. Throughout we restrict our attention to the case when a single traffic source generates traffic to each queue, i.e. each traffic class is represented by a single source (one VCC per queue). This assumption is not especially restricting, since with proper aggregated traffic models the multiple source per service class case can readily be represented. To obtain an overall scaler valued cost functional suitable for optimization, we first need the cost function of a single session, i.e. the cost assigned to a VCC:

$$
\begin{aligned}
J_{i}^{(k)}\left(c_{i}^{(k)}\right) & =J_{i}^{(k)}\left(c_{i 1}^{(k)}, c_{i 2}^{(k)}, c_{i 3}^{(k)}\right)=\left\|J_{i}^{(k)}\right\|= \\
& =\sqrt{f_{i 1}^{(k)^{2}}\left(c_{i 1}^{(k)}\right)+f_{i 2}^{(k)^{2}}\left(c_{i 2}^{(k)}\right)+f_{i 3}^{(k)^{2}}\left(c_{i 3}^{(k)}\right)}
\end{aligned}
$$

where the $f_{i 1}^{(k)}(),. f_{i 2}^{(k)}(),. f_{i 3}^{(k)}($.$) functions are the loss, de-$ lay and delay-variation weighting functions, respectively, of $V C C_{i}$, and $c_{i}^{(k)}$ is a column vector, corresponding to the QoS of $V C C_{i}$ at time $k,\left(c_{i}^{(k)}\right)=\left(c_{i 1}^{(k)}, c_{i 2}^{(k)}, c_{i 3}^{(k)}\right)$. Assuming stationarity and equal VCC (session) weighting functions for all $i$, we can neglect the dependency of the weight functions from the $i_{1}, i_{2}$ and $i_{3}$ parameters, as well as from the time index $(k)$. In other words, we simply have:

$$
J_{i}\left(c_{i}^{(k)}\right)=\sqrt{f_{1}^{2}\left(c_{i 1}^{(k)}\right)+{f_{2}}^{2}\left(c_{i 2}^{(k)}\right)+f_{i 3}^{2}\left(c_{i 3}^{(k)}\right)}
$$

Let $\Gamma$ denote the overall cost functional vector, and $C$ denote the cost matrix:
$\Gamma\left(C^{(k)}\right)=\left(J_{i}\left(c_{i}^{(k)}\right)\right) ; C^{(k)}=\left(c_{i}^{(k)}\right) ; c_{i}^{(k)}=\left(c_{1}^{(k)}, c_{2}^{(k)}, c_{3}^{(k)}\right)$

With this notation the overall scaler cost functional to be minimized takes the form:

$$
\gamma\left(C^{(k)}\right)=\sum_{i=1}^{5} J_{i}\left(c_{i}^{(k)}\right) \text { subject to } C^{(k)} \leq(Q o S)_{i, j}
$$

where $i=1 . .5, j=1 . .3$, and the $Q o S$ matrix contains the negotiated QoS parameters (CLR, CTD, CDV), see Subsection 2.2. With the above formulation of the optimization problem we are facing the challenge of a DP task, where we wish to find the optimal (and feasible) control law $\mu$ which only depends on the state of the physically observable state vector $X$, such that the cost functional is optimized over the 3 dimensional QoS state space represented by the $C$ matrix. The other way is to solve the optimization problem is using direct cost functions in the algorithm. This means that instead of weighting functions cost functions are evaluated before departure and the HOL cell of the most "expensive" queue must be sent. The cost function should be discounted in order to slowly forget the past. We are recently working on this topic.

### 3.3 An example for the set of weighting functions

These objectives are mathematically formulated as follow [10]:

$$
\begin{aligned}
W_{1}= & a_{1} * \frac{L C_{1}}{S U M_{1} * C L R_{1}}+b_{1} * \frac{T_{1}}{C T D_{1}}+ \\
& +c_{1} * \max \left(T_{1}-C T D_{1}-\frac{2}{3} * C D V_{1}, 0\right) \\
W_{2}= & a_{2} * \frac{L C_{2}}{S U M_{2} * C L R_{2}}+b_{2} * \frac{T_{2}}{C T D_{2}}+ \\
& +c_{2} * \max \left(T_{2}-C T D_{2}-\frac{2}{3} * C D V_{2}, 0\right) \\
W_{3}= & a_{3} * \frac{L C_{3}}{S U M_{3} * C L R_{3}} \\
W_{4}= & a_{4} * \frac{L C_{4}}{S U M_{4} * C L R_{4}} \\
W_{5}= & \begin{cases}w_{5} & \text { if } K_{1}, K_{2}, K_{3}, K_{4} \text { are all }>1 \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

where:

$$
K_{1}=\frac{d_{1} *\left(a_{1}+b_{1}+c_{1}\right)}{W_{C B R}} ; K_{2}=\frac{d_{2} *\left(a_{2}+b_{2}+c_{2}\right)}{W_{r t V B R}} ;
$$

and

$$
K_{3}=\frac{d_{3} * a_{3}}{W_{n r V B R}} ; K_{4}=\frac{d_{4} * a_{4}}{W_{A B R}}
$$

The value of a weighting function is equal to minus infinity if the queue is empty. Let be $L C_{i}$ is the number of lost cells of class $i, S U M_{i}$ is the total number of cells of class $i$, and $T_{i}$ is the waiting time of HOL cell in the queue of class $i$. Note that $[x]^{+}$is equal to x if $x>0$ else 0 . These weighting functions obtained by heuristics based on Table
3.1, that means they reflect the different service classes sensitivity to cell loss, delay and delay variations and also take into account the required QoS parameters. Specifically, the weighting parameters $a_{i}, b_{i}, c_{i}$ and $d_{i}$ are to determine the relative "importance" of a given QoS parameter in the weight of a given service class, while the constants $C L R_{i}$, $C T D_{i}$, and $C D V_{i}$ are the negotiated (contracted) cell loss ratio, cell transfer delay and cell delay variation of the respective VCC's. These latter three parameters are referred to as QoS in this paper.

## 4 Performance Evaluation

### 4.1 The input traffic

In the next following simulation scenarios we consider a link of capacity 45 Mbps , and a multiplexer with 5 input ports corresponding to the 5 service classes. The basic state of the traffic sources is the following: The CBR source is of 1.5 Mbps representing DS-1 circuit emulation. The rtVBR, nrVBR and UBR sources are all bursty and modeled as Interrupted Bernoulli Processes (IBPs) and are characterized by their peak and sustainable cell rates. The ABR source is assumed to be of rate based and is also modeled by an IBP. It is characterized by its peak and minimum cell rate (see Table 4.1). We have given the burstiness parameters of all services measured by the squared coefficient of variation of the interarrival time (i.e. the $c^{2}$ parameter).

|  | PCR | SCR | MCR | $c^{2}$ |
| :--- | :--- | :--- | :--- | :--- |
| CBR | 1.5 | - | - | 0 |
| rtVBR | 15.0 | 3.0 | - | 9.44 |
| nrVBR | 22.5 | 1.0 | - | 20.75 |
| UBR | 45.0 | 5.0 | - | 26.06 |
| ABR | 22.5 | - | 4.5 | - |

Table 4.1 Basic input traffic characteristics (the rates are given in Mbps )

Note that with the above link capacity a time slot in our discrete time model correspond to $9.422 \mu s$, which will be used as the time unit in the CTD and CDV values below. Tables 4.2-4.4 display the QoS requirements of different services, the buffer sizes available for different service classes and an appropriate parameter set for weighting functions, respectively. These weighting function parameters obtained by heuristics. Note that no delay or delay variation parameters are negotiated for the nrVBR or the ABR service classes and no QoS requirements are given for the UBR service.

|  | CBR | rtVBR | nrVBR | UBR | ABR |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $C L R_{i}$ | $10^{-5}$ | $10^{-6}$ | $10^{-7}$ | - | $10^{-7}$ |
| $C T D_{i}$ | 3.0 | 5.0 | - | - | - |
| $C D V_{i}$ | 1.0 | 2.0 | - | - | - |

Table 4.2 The QoS requirements (CTD and CDV requirement are given in time unit)

| Service class | CBR | tVBR | nrVBR | UBR | ABR |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Buffersize | 5 | 8 | 12 | 250 | 80 |

Table 4.3 Buffer sizes in cells

|  | $a_{i}$ | $b_{i}$ | $c_{i}$ | $d_{i}$ |
| :--- | :---: | :---: | :---: | :---: |
| CBR | 0.1 | 0.6 | 0.9 | 0.5 |
| rVBR | 0.2 | 0.3 | 0.4 | 0.5 |
| nrVBR | 0.6 | - | - | 0.7 |
| UBR | - | - | - | - |
| ABR | 0.4 | - | - | 0.6 |

$$
\text { and } w_{5}=6.0
$$

Table 4.4 The parameter set of weighting functions

### 4.2 The QoS dependence on CBR load

Figures 4.1-4.3 display simulation result on CLR, CTD and CDV respectively, when we increase the CBR load from 1.5 Mbps up to 7.5 Mbps and the other sources are in basic state. In this example we consider a single multiplexer with the weighting function parameter set described above. Due to the lower utilization of the connections (between 0.73 and 0.87) there is a considerable decrease in the QoS parameters of the traffic classes, which have a strict traffic contract with the network. We can see that all the negotiated QoS parameters met their requirements. The CLP and CDV of the CBR service class is slightly increasing according to the increasing load, but this increase effects the increase of the value of the weighting function of CBR class, i.e. the CBR service class gets more bandwidth and the QoS parameters finally rest within the negotiated region.

UBR service class has no any QoS requirements, so the load change causes changes only in the QoS parameters of this service, as it can be seen in the Figures 4.1-4.3.


Figure 4.1 Cell Loss Ratio vs. CBR load

In the following scenario, we increase the sustainable cell rate of UBR traffic to 12 Mbps end we set the parameter $d_{3}$ to 0.9. The remaining three sources are in basic state and the other parameters are the same as in the previous scenario.

Figures 4.4-4.6 display the QoS parameters of a highly utilized link. The utilization goes from $88 \%$ up to $95 \%$. The CLP parameters are similar to the previous case. The


Figure 4.2 Celi Transfer Delay vs. CBR load


Figure 4.3 Cell Delay Variation vs. CBR load


Figure 4.4 Cell Loss Rate vs. CBR load under heavy UBR traffic


Figure 4.5 Cell Transfer Delay vs. CBR load under heavy UBR traffic


Figure 4.6 Cell Delay Variation vs. CBR load under heavy UBR traffic

Figure 4.7 Cell Loss Rate vs. rtVBR load under heavy UBR traffic


Figure 4.8 Cell Transfer Delay vs. rtVBR load under heavy UBR traffic


Figure 4.9 Cell Delay Variation vs. rtVBR load under heavy UBR traffic


Figure 4.10 Cell Loss Rate vs. nrVBR load under heavy UBR traffic


Figure 4.11 Cell Transfer Delay vs. nrVBR load under heavy UBR traffic


Figure 4.12 Cell Delay Variation vs. nrVBR load under heavy UBR traffic
guaranteed services have constant cell loss except CBR, which has an increase by a decade. This resulted in the slow decreasing of the CDV parameter. The CDV of the other regarded class (rtVBR) is normal. The nrVBR traffic class has no CDV assurance; the non-monotony of the curve comes from the abrupt step of its CLP at the same point.

Observe that the load increase affects the CLR of UBR only, as desired, since all other classes have strictly prescribed CLR values. The same behaviour can be observed for the CTD and CDV parameters of CBR and rtVBR classes. The ABR class is congestion controlled and sensitive to CLR only so its CTD and CDV behaviour is determined by the other classes.

### 4.3 The QoS dependence on VBR load

In the next following simulation studies we examine the dependence of QoS parameters on the increasing load of VBR traffic. In Figures 4.7-4.9 the load of rtVBR goes from 3 Mbps up to 12 Mbps . The sustainable cell rate of UBR source is set to 15 Mbps and the $d_{3}$ is set to 0.9 ; the other sources and parameters are in basic state.

The utilization is about 0.97 in the Figures 4.7-4.9. In this cases the CLP requirements of nrVBR and ABR classes are increased to $10^{-6}$ and $10^{-7}$, respectively. $\mathrm{Be}-$ cause rtVBR is a bursty traffic, there are more significant changes in the QoS parameters of the guaranteed classes. The CDV of CBR class gets in the near of QoS requirement (1.0). This, in consideration of the increasing average delay of CBR, effects the decreasing of CLP at the last measuring point. The other curves meet their QoS requirements. In Figures 4.10-4.12 the load of nrVBR goes from 1 Mbps up to 9 Mbps . The sustainable cell rate of UBR source is set to 18 Mbps and the $d_{3}$ is set to 0.7 ; the other sources and parameters are in basic state.


Figure 4.13 Cell Loss Rate vs. rtVBR burstiness under heavy UBR traffic


Figure 4.14 Cell Transfer Delay vs. rtVBR burstiness under heavy UBR traffic


Figure 4.17 Cell Transfer Delay vs. UBR load


Figure 4.15 Cell Delay Variation vs. rtVBR burstiness under heavy UBR traffic


Figure 4.16 Cell Loss Rate vs. UBR load


Figure 4.18 Cell Delay Variation vs. UBR load

### 4.4 The QoS dependence on the burstiness on VBR

In the next following simulation studies we examine the dependence of QoS parameters on the increasing burstiness of VBR traffics. In Figures 4.13-4.15 the burstiness of rtVBR (measured by the squared coefficient of variation of the rtVBR interarrival time) goes from 5 up to 50 . The sustainable cell rate of UBR source is set to 18 Mbps and the load of rtVBR source is 3 Mbps ; the other sources and parameters are in basic state.

In the Figures 4.13-4.15 can be seen excellently, that the weighting functions handle the different services independent from each other. Real-time VBR traffic with increasing burstiness is arriving to the short buffer described in Table 4.3. The CLP of the rtVBR has linear increase with the burstiness. This causes a decreasing in the CTD and CDV of the rtVBR, but for other classes it seems to be neutral.

### 4.5 The QoS dependence on UBR load

At the last we show how is the dependence of the QoS parameters of service classes on the increasing load of UBR traffic. In Figures 4.16-4.18 the load of UBR goes from 5 Mbps up to 18 Mbps . Note that the burstiness of UBR traffic is constantly 26.06 in all cases. The other sources and parameters are in basic state.

The increase of the UBR load does not have any impacts on the QoS parameters of the other classes. It can be seen in Figure 4.17. The average cell transfer delay of UBR traffic significantly increases, while other classes have the same CTD. Note that in our model the UBR service is not totally transparent for the other services. However, there are cells of other classes in the buffer, it maybe delivered an UBR cell, because of the adaptability of our model. We give a chance to the UBR if all other classes meet their QoS with a given reserve. Although, the UBR has poor prestige in the network, if the other services needs the bandwidth.

### 4.6 Comparison to static scheduling schemes

We made simulations to compare the performance of our algorithm with static scheduling rules - FCFS and Round Robin. Our results show that to achieve the same CLP the static traffic control schemes need $15-20 \%$ more buffer space for the guaranteed services, moreover, the utilization of the network decreases. With FCFS the delay requirements can not be fulfilled. In the Round Robin-case the delay is limited by the number of served queues. We have an ongoing research on the detailed comparison of traffic control methods.

## 5 Conclusions

We have considered the issue of optimal cell scheduling in an integrated services ATM network and proposed a gen-
eral traffic control framework which is based on a complete buffer partitioning architecture and on an adaptive weighting function based buffering schedule. The method can incorporate all the presently considered service classes with their diverse QoS requirements and it is capable of providing an optimal scheduling considering also the temporary traffic load at the switches with a simple information processing which requires only summation and multiplication.

We suggest a dynamic programming solution for the optimization problem. Moreover, in the paper a performance evaluation study of the control framework is demonstrated with several examples investigating the QoS dependence on CBR load, VBR load, VBR burstiness and UBR load. $>$ From the results we can conclude that the QoS characteristics of each service are within the negotiated QoS region and that the remaining resources are efficiently used by best effort type service classes. We can see that the utilization is achieved by keeping the actual QoS characteristics close to the negotiated parameters rather than overfulfilling them. The examples also show the advantage of statistical multiplexing of the five different service classes sharing only 45 Mbps capacity instead of 106.5 Mbps , which would be the case of peak rate allocation.

We can conclude that the proposed traffic control scheme is capable to keep traffic contracts for the classes with strict QoS requirements by an optimal resource sharing and also distributes resources to the best effort type service classes as such resources become available. In our future research we concentrate to find optimal weighting functions for different scenarios, and apply and analyze the method for different traffic environments with using real traffic sources.
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Efficient resource allocation with proper quality of service support is a frequently addressed topic both in the Internet and ATM community; especially in case of multimedia applications. This paper presents an intelligent allocation approach that utilizes the knowledge of multimedia application and user behavior during connection establishment. The general problem is analyzed and modeled for a simple scenario including video-phone service. The performance of proposed schemes is evaluated and benefits are highlighted in terms of connection setup time, blocking probability, over-provisioning and signaling intensity based on simulation study.

## 1 Introduction

There is an unambiguous mapping between the telephony service and the corresponding resources in the telephony network. However, resource management is much more complicated in case of novel computer and telecommunication networks that support multi-rate, multimedia and multi-party services with different quality requirements. Network resources are usually managed by bearer protocols, which are not able to take into account the behavior of the specific telecommunication service. The aim of this paper is to prove that the usage of service specific information can enhance the performance of resource allocation. More concretely, if services enabling discrete downgrading in quality could support information about discrete media scaling levels of their application and the corresponding resource demand, then network nodes can perform an intelligent downgrading function when processing incoming connection requests. The efficiency could be further improved by considering the user's preference index of each quality setting for the selection of next downgrade step. In this way, both the amount of over provisioned network resources and the number of repeated connection setup trials can be reduced. A new allocation scheme has to be designed which takes this special teleservice information into account for setting up connections.

The rest of this article is organized as follows. First, we describe the service specific information that is used by the
investigated resource allocation schemes in Section 2. Two new and a traditional allocation schemes are introduced in Section 3. Several performance measures and our videophone service are defined in Section 4. Finally, numerical results are presented in Section 5 and conclusions are drawn in the last section.

## 2 Service Specific Information

The separation of tele-service and bearer service layers (or in other words application and bearer network layers) is widely proposed for the control of distributed multimedia services and applications [2, 11, 9]. One of the benefits of this architecture is that the resource allocation scheme running in the bearer network layer can retrieve not only the usual connection and QoS descriptors from the higher layer but can also gain information about the multimedia application and its users. The rest of this section details this service specific information.

### 2.1 Resource Demand Vector of the Application

Multimedia applications usually have several parameters, which influence the amount of network resources (e.g. bandwidth or multiplexing buffer size) they require for a certain QoS. For instance, by altering video coding parameters of a scalable MPEG application, its bandwidth require-
ment scales from 2.7, 3.085, 3.6, 4.32, 5.4, 7.2 up to 10.8 Mbps [12]. For describing a general case, let us denote the $i$ th independent quality parameter of the application by $q_{i}$; the number of independent parameters by $N$ and the number of quality levels each parameter can take by $N_{Q_{i}}$ i.e.

$$
\begin{equation*}
q_{i} \in \mathcal{Q}_{i}=\left\{q_{i, 1}, \ldots, q_{i, N_{Q_{i}}}\right\}, \quad i=1, \ldots, N \tag{1}
\end{equation*}
$$

Further, the number of independent network resource types (e.g. bandwidth, token bucket size, route, priority, ...) that applications are competing for is denoted by $K$. Let's also define a mapping function between the quality parameters and the network resource types $(\mathbb{R})$ in the following way:

$$
\begin{equation*}
r_{j} \in \mathcal{R}_{j}:=\mathbb{R}_{j}\left\{\mathcal{Q}_{1} \times \cdots \times \mathcal{Q}_{N}\right\} \quad j=1, \ldots, K \tag{2}
\end{equation*}
$$

where $r_{j}$ is the value of the $j$ th network resource type and $\mathcal{R}_{j}$ denotes the resource set which contains the possible resource values that the application may take from the $j$ th resource type in case of different quality settings. The number of elements in each $\mathcal{R}_{j}$ is

$$
\begin{equation*}
L=\prod_{i=1}^{N} N_{Q_{i}} \tag{3}
\end{equation*}
$$

The elements of each resource set can be sorted in descending order yielding $K$ resource vectors:

$$
\begin{gather*}
\mathbf{r}_{k}=\left[r_{k, 1}, r_{k, 2}, \ldots, r_{k, L}\right] \\
r_{k, i} \leq r_{k, j} \Longleftrightarrow i>j \\
i, j=1,2, \ldots, L ; k=1,2, \ldots, K \tag{4}
\end{gather*}
$$

It can happen that some combinations of the $N$ parameters result the same resource requirement, thus neighboring elements of a resource vector can be equal. The $r$ resource vectors represent the special service specific information one can determine based on the capabilities of the multimedia application.

### 2.2 User's Preference Function

The second task is to describe how much the user prefers the application's quality resulted by the different parameter settings. This can be expressed by a preference index, i.e. a positive number which is assigned to each combinations of the quality parameters. These preference values can be expressed by an $N$ dimensional vector-scalar function i.e.

$$
\begin{equation*}
p=P\left(q_{1}, \ldots, q_{N}\right) \in\left\{0,1, \ldots, N_{P}\right\} \tag{5}
\end{equation*}
$$

where $N_{P}$ denotes the maximum preference index (e.g. 255).

The goal of user's preference function is two-fold in our case; in one hand our user model initiates calls with QoS requests selected from the available settings through the distribution given by the user-preference function and on the other hand, if downgrading happens inside the network, the user's decision is also emulated through the user preference function.

### 2.3 Downgrade Vector for the Network

Application specific information i.e. the resource vector can be used for downgrading reservation requests. Elements of the $\mathbf{r}_{k}$ vector can be ordered into a downgrade vector, denoted by $d$, that specifies the discrete resource downgrading steps the application may require from the network, in a descending order:

$$
\begin{align*}
\mathbf{d}_{k}=\left[d_{k, 1}, d_{k, 2}, \ldots, d_{k, J_{k}}\right] \quad & d_{k, i} \in \mathcal{R}_{k}  \tag{6}\\
& i=1,2, \ldots, J_{k} \\
& k=1,2, \ldots, K
\end{align*}
$$

where $J_{k}$ denotes the number of different elements in the downgrade vector belonging to the $k$ th resource type. This can be equal or less than $L$ because every non unique resource value should be omitted from the downgrade vector. The $\mathbf{d}_{k}$ downgrade vector expresses information that network nodes shall consider during the reservation for the $k$ th resource. The allocation of either more or less resource than the quantities described in $d_{k, i}$ 's is just a waste of resource.

## 3 Resource Allocation Schemes

This section presents two resource allocation schemes that uses the resource demand and preference matrices described previously. These schemes are compared to an ordinary resource allocation scheme, which is somewhat similar to recent IP resource reservation concepts [15, 1, 4]. For the sake of comparability, we consider call admission control (CAC) taking place in nodes and the sender initializes all reservation. Moreover, only one network resource is considered in the following, namely the bandwidth. Others like switching capacity and buffer size are excluded from the recent investigation.

### 3.1 Admission Control

The basic idea of our CAC algorithm is to reject each incoming connection request if the available bandwidth in the node is less than the smallest element of the $\mathbf{d}$ vector, but anyway accept the connection request and allocate bandwidth according to the largest element of the $d$ vector that fits into the available capacity. If the available bandwidth at the $j$ th node is denoted by $f_{j}$, then the call admission control mechanism applied at the $j$ th node can be expressed as follows:

$$
\begin{aligned}
f_{j}<\min _{i}\left(d_{i}\right) & \Longrightarrow \\
\exists d_{i} \leq f_{i} & \text { reject request } \\
& =\max _{i}\left\{d_{i} \mid d_{i} \leq f_{j}, i=1, \ldots, J\right\}
\end{aligned}
$$

If downgrading happens, a reservation tear message is sent backward to the up-stream nodes in order to release excess reservations resulting from recent downgrading. The tear message is also propagated along the backward path.

### 3.2 User Revision

However, the mere fact that the network downgrades to those quality levels that bear with rational quality settings for the application, does not necessarily mean that the user will at all accept the established connection. In fact, if downgrading happens inside the network, the user will decide whether the quality level of the established service is still acceptable or not. The preference function can characterize this decision, further referred as User Revision in this paper.

### 3.3 Types of Allocation Scheme

Apart from the "baseline" allocation scheme (type 0), there are two basic types of the allocation scheme we propose in this paper. The first (type 1) uses only the downgrade vector, while the second (type 2) utilizes the preference function too, as service specific information. In spite of this principal difference, the reservation request is processed for both according to the following rules: (i) a reservation request is sent to the network with a downgrading vector describing the discrete meaningful bandwidth steps of the specific application; (ii) in the nodes along the path CAC is performed as described previously; (iii) if downgrading happens, a tear message is sent backward along the path. The three basic allocation types are further modified by disabling the user revision function (type $0^{*}$ and type $1^{*}$ ). The different allocation types are summarized in Table 1.

## Allocation Type 0

This is the reference reservation model without any service specific information for processing reservations. The reservation request is launched into the network, and progresses forward until it finds a bottleneck link or reaches the destination. If in a certain node there is not enough available bandwidth, it stops the reservation message, creates a tear message for the total requested bandwidth to the previous nodes. This tear message also contains the bottleneck bandwidth. The caller, receiving this tear message either tries a downgraded request considering both the preference function and the bottleneck capacity or considers the call to be blocked.

## Allocation Type 0*

This is a variant of Type 0 , where the user always accepts an established reservation when it meets any of the elements of the resource set.

## Allocation Type 1

In this case, after a reservation request has been launched to the network the source either gets a release message, that means the failure of the reservation request, or an acknowledgment message with the reserved bandwidth. As downgrading could happen inside the network, the acknowledged bandwidth expresses the effective reservation. Now the user - i.e. the preference function in our case - decides whether the acknowledged allocation is acceptable or not. If no downgrading happened then the user accepts

Table 1: Resource Allocation Schemes

| Allocation Type | Service Spedific Information | Downgrading in the Network | User Revislon |
| :---: | :---: | :---: | :---: |
| Type 0 | No | No | Basal on $P$ P |
| Type (i)* | No | No | No |
| Type I | d | Basel ond | Bascal on $P$ |
| Type ${ }^{\text {* }}$ | d | Based ond | No |
| Type 2 | d and $P$ | T and P | No |

the established reservation with probability 1 . However, in case of downgrading, the user may reject the reservation or choose a more preferred resource setting according to the preference function. In either case, the excess bandwidth reservation is released and the necessary bandwidth is allocated for the application by issuing allocate and tear excess ${ }^{1}$ messages.

## Allocation Type 1*

This type is similar to Type 1 except that the User Revision is disabled, i.e. any non-zero allocation is accepted by the initiator user.

## Allocation Type 2

In this case, not only the downgrade vector but also the preference function is included in the reservation request message. If a request can not be admitted, the node considers both the downgrade vector and the preference function for downgrading. Hence, the user behavior is modeled within the network nodes, so user revision is not required.

## 4 Performance Analysis Framework

This section introduces the performance measures, the simulation tool and the investigated service and its parameters.

### 4.1 Performance Measures

Several measures can be used for comparing the performance of resource allocation schemes. Firstly, the connection setup time, i.e. the time elapsed between the request and establishment of a connection. The number of rejected connection requests divided by the total number of requests i.e. the blocking probability of connection requests can be the second measure. If resource reservation is considered in the network, it implies that the control architecture allocates resources, which may become unneeded and will be released later. This performance characteristic can be quantified by the over-provisioning factor that characterizes the amount of excess resources and the duration of their reservation:

$$
\begin{equation*}
O_{m}=\sum_{i=0}^{I_{m}} e_{m, i} \Delta t_{m, i}, m=0,1, \ldots, M \tag{8}
\end{equation*}
$$

where $e_{m, i}$ denotes the amount of excess resource released by the $i$ th tear message received by the $m$ th node;

[^0]Table 2: Quality Parameters and Levels of Video

| Video |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Quality Parameter | Picture Size[Pixels] |  | Frame Rate [find |  |
| Level | "Small ${ }^{\text {a }}$ | "Large" | "SIow" | "Quick" |
| Valus | $192 \times 144$ | $384 \times 288$ | 10 | 25 |

Table 3: Quality Parameters and Levels of Audio

| Audio |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Quality Parameter | Audio Chanuc |  | Sanpting Raxe[ [xHz] |  |
| Level | "Mamo" | "Sticoo" | "Low" | "High1" |
| Value | 1 | 2 | 24 | 48 |

than N0-N9, i.e. there is only one serving node per background source. Furthermore, background requests were not downgraded but considered as blocked in case of congestion. The nodes have a processing time of 10 ms per signaling message, the terminals' response time is 100 ms , while the propagation delay is neglected. Peak rate allocation is assumed in the nodes with no priority scheduling. Both the foreground and background sources generate requests according to a Poisson process with $\lambda=0.0011 / s$ arrival rate and $1 / \mu=100 s$ mean holding time (see related works: $[10,6,14,7,13])$.

### 4.4 Service Specific Parameters

The investigated video-phone service has two media (video and audio) both having two independent quality parameters (see Table 2,3).

The combinations of the two parameters and values yield four discrete quality levels for both media, which levels require different amount of network resources from the bearer network. These requirements are summed and given in the resource vector. The peak cell rate demand for each quality settings can be determined from Table 2-3, and are shown in Table 4.

Although these calculations are very simple, the resultant bandwidth requirements are in the range of a real audio and a coded video channel [5, 8]. Instead of a single peak, mean or minimum cell or bit rate (which are commonly used in standards), a set of bandwidth values are given which the application can exactly use for data transport. But are these values equally preferred by the service user?

Table 4: Mapping between quality settings and resource set of video-phone service

| User Quatity Levels for Virieo | User Quality Levels for Andio |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Tow sampling rale |  | liegis sampling rate |  |
|  | mbin | sicroo | п1кпno | Streo |
| sinall size simple frame rate | 25 | 25 | 28 | 32 |
| small size double frate rate | 61 | 62 | 64 | 68 |
| large size simple frume rate | 97 | 28 | 100 | 104 |
| $\begin{gathered} \text { large size } \\ \text { double froue rate } \end{gathered}$ | 241 | 242 | 244 | 248 |

Table 5: User's Preference Values


In general, users prefer the similar quality settings for audio and video. It happens rather rarely that a user requests a high quality video channel with mono, low sampling rate audio or vice-versa. Thus the 16 aualitv settings given in


Figure 2: User Preference Function

## 5 Numerical Results

Numerical results were generated in the aforementioned simulation environment. The confidence level of each simulation runs was set according to model 100,000 to $1,000,000$ foreground events, depending on the intensity of the background traffic.

### 5.1 Call Setup Time

Figure 3 shows the call setup time distribution for the type 0 scheme. It always starts from 300 ms , that is the minimum call setup time, and flattens with the increasing number of background sources. It is highly dependent on the actual network load contrary to the type 2 scheme which gives a constant setup delay of 300 ms whatever the network load is.

The mean call setup time of the five allocation schemes is presented in Figure 4. Comparing type 0 to type $0^{*}$, a moderate improvement can be noticed, which means that the free bandwidth determined by the random load situation in the network rarely matches the resource demand of quality settings preferred by the user. Due to downgrading


Figure 3: PMF of call setup time for Type 0
in the nodes, setting up a connection takes always a fix time (if it successes) for type 1, type 1* and type 2.


Figure 4: Mean Call Setup Time for the Five Allocation Types

### 5.2 Setup Retries

The difference between the performance of type 0 and type $0^{*}$ can be further stressed by visualizing the number of call setup retries (Figure 5,6 ). It can be seen that more retries are needed to make a successful reservation if there are higher network load. Moreover, type $0^{*}$ requires much less retries for connection setup than type 0 . The reason of this is that the user does not check the preference function but accept everything in type $0^{*}$.

### 5.3 Call Blocking Probability

In Figure 7 we show the foreground source's blocking probability as a function of the number of background sources. It can be seen that the blocking probability is an increasing function of the number of background sources for each type, and the curvatures are almost identical. It is also shown, that the advantage of instant downgrade capability of type 1 and type 2 does not really influence the blocking probability, however it slightly remains below the


Figure 5: Call Setup Retries With (type 0)


Figure 6: Call Setup Retries Without User Revision (type 0*)
blocking probability of type 0 in case of large network load, while it is a little higher in case of small network load.

### 5.4 Over-Provisioning

Figure 8 shows the over-provisioning on node 1 and node 8 for allocation schemes type $0^{*}$ and type $1^{*}$. It can be seen, that with the increasing number of call setup retries (see Figure 7) the over-provisioning of the type $0^{*}$ allocation increases. Moreover, the curve of type $1^{*}$ is always below of the type $0^{*}$. It means less waste of bandwidth which could result in higher efficiency in sharp situations. It is obvious that the worst case node is the first node next to the caller, where the unnecessary reservations are kept longest. For node 8 - far end size -, the over-provisioning factor straightens and is smaller with two magnitude for both allocation schemes. This unbalanced way of loading the network nodes is often called location bias [3].

Over-provisioning is also plotted for the allocation types in which the caller revises the acknowledged bandwidth. Reservation types 1 and 2 resulted in smaller overprovisioning than type 0 , as it is pronounced in Figure 9. It is interesting that type 2 can utilize the additional service specific information (i.e. the user preference function) for sparing with excess bandwidth in case of small background load ( $n<200$ ), while type 1 performs better than type 2 in


Figure 7: Blocking Probability Without User Downgrade


Figure 8: Over-Provisioning for Type 0 and Type 1
case of more background calls. The over-provisioning on node 1 has the same order of magnitude as in the previous case.


Figure 9: Over-Provisioning on Node 1

### 5.5 Signaling Intensity

Figure 11 presents the signaling intensity on the first (N0) and last node (N9) in case of type $0^{*}$ and type $1^{*}$. Node 0 should handle more atomic signaling messages in case of allocation type 0 , while this difference is very small on node 9. Allocation type 1 causes less location biased load
regarding signal handling.


Figure 10: Signaling Intensity on Node 0 and Node 9
The same performance measure is plotted for the types implementing user revision (Figure 11). Only a small improvement can be observed in case of this variant of the baseline allocation type (i.e. type 0 ). Type 2 has the smallest location bias and less intensive signaling.


Figure 11: Signaling Intensity on Node 0 and Node 9 in Case of User Revision

It is noticeable, that the presented allocation schemes require signaling messages of different size, because types 1 and 2 include the Downgrade Vector, type 2 the Preference Function too, but type 0 does not transfer service specific information. Thus the overhead due to signaling is maximal for type 2 and minimal for type 0 .

## 6 Conclusion

Two intelligent resource allocation schemes were introduced and analyzed in this paper, which utilize service specific information (i.e. downgrade vector and user preference function) in order to minimize over-provisioning and call setup time. Two different reservation types were defined and compared with an ordinary reservation scheme in terms of performance evaluation based on simulation. The numerical results highlight that the service specific information results in a fix and shorter call setup time, less reser-
vation trials, less over-provisioning and less intensive signal handling in the nodes by maintaining the same blocking probability. However, the usage of further service specific information is questionable, as one always have to find a trade-off between complexity and efficiency.

Our future plan is to test our reservation approach on more complex network topologies since the presented scenario sidesteps the potential conflicts between automatic downgrading and routing. Moreover, we also want to to apply this concept for other teleservices and to make an analytical verification of the proposed allocation scheme.
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#### Abstract

A fault-tolerant ATM switch based on the logical neighborhood network is presented. The switch is targeted for terabit switching through localized traffic control and management, use of input/output queuing, distributed simple cell routing algorithm, and soft fault tolerance. The redundant hardware for fault tolerance is actively used by the switch to increase throughput, hardware utilization, and reduce cell loss and delay. For an $N \times N$ switch, the inherent structure of the LN-ATM network allows the simultaneous delivery of $\log _{2} N+1$ ATM cells to any output port. This is achieved using bit-serial operation and without speeding up the switching fabric. An attractive advantage of the proposed switch is support of data broadcast and hot-spot operation without the use of replicating hardware modules. We also propose a dynamic routing algorithm which detects blocked and/or faulty links. The switch throughput, cell loss probability, and performance under faults are studied using numerical simulation.


## 1 Introduction

ATM is designed to support switching for B-ISDN operating at high speed links such as OC-3 ( 155 Mbps ) and OC-12 ( 622 Mbps ). These high operating speeds place hardware design constrains on ATM switches. Some of the constraints include high throughput, and low cell loss probability (CLP), low delay, support of broadcast, multicast and service classes (QoS) [1]. Several ATM switches have been proposed in the literature addressing some of these issues [1]-[7].
Among the strategies used to design ATM switches, output buffering and shared-memory are the most efficient in terms of throughput and low delay [4]. However, these strategies have a limiting drawbacks. Sharedmemory switches are limited by memory performance. The shared memory requires complex and fast management and scheduling policies and memory speed sets the limit on switch size and line rate [2]. Output buffering switches are limited by switching fabric performance. The switching fabric must be nonblocking and must run $N$ times faster than the line rate in order to prevent output contention for a switch of size $N \times N[5]$.

The need to operate at OC-12 and even OC-192 (10 Gbps) in the not too distant future place unheard-of difficulties for the silicon designer. These line rates will only be satisfied by speed up techniques that result in slowing down
of the operating speed of the switch. Thus we consider any schemes that enhance switch performance by speeding up as unacceptable.

One proposed approach for a fault-tolerant ATM switch is based on B-tree [8]. In this design, the switching fabric is based on a tree structure using $4 \times 4$ switching elements (SEs) to implement logical $2 \times 2$ SEs. The proposed ATM switch in that reference can be adapted to support crosspoint buffering or partial shared memory. However, the SE complexity is doubled without being fully utilized. Furthermore, it provides limited redundant paths capabilities.

In another approach, a banyan network is connected using two types of SEs which have circular and shuffle type connections [10]. The first type of SEs provides the banyan structure while the other one provides the path redundancy to alleviate faults. This network gives a large number of redundant paths but has limited disjoint path capability. Moreover, path redundancy is not utilized to enhance the performance of the switch and the delay between SEs is not constant.

In [9], the approach of cross-linking two physical banyan networks is used. In this switch, the redundancy introduced by cross-linking SEs makes the switch fault tolerant. The main drawbacks of this design are doubling the amount of hardware used, limited disjoint path capability and excessive number of internal links. Another common drawback of the previously discussed approaches is that the need for
switching fabric speed up is not eliminated in order to resolve output contention.

In this paper we propose an ATM switch that combines input and output queuing with the excellent fault-tolerance properties of the ILN network. This allows us to obtain excellent fault tolerance capabilities and low cell loss ratios and delays. The combination of input and output queuing also removes the memory access speed from presenting a bottleneck to the switch performance. In addition, we present a simple dynamic routing algorithm that is distributed throughout the ILN switching elements to provide fast path determination and allow back off mechanisms to choose alternate paths in when faults or internal blocking are encountered. The ILN design presented in [12] is used to provide a high degree of fault tolerance and achieve high performance. In this paper we propose an ATM switch that combines input/output. In our design, we enhance the utility of the the ILN [12] by implementing a dynamic and distributed routing algorithm at the switching elements level. This provides a high degree of fault tolerance and achieves high throughput and low cell loss. The main features of the switch are:

- Reduced complexity for output queuing by running at the same speed as the line rate.
- Providing ( $n+1$ )-disjoint paths, where $n=\log _{2} N$, for any source to any destination.
- Support for broadcast, multicast and hot-spot traffic.
- Dynamic routing of cells using an algorithm that detects blocked paths and faulty links.
- Provide $n$ fault-tolerance.
- The additional stages added for fault tolerance are actively used to reduce cell loss.
- The redundant paths are used without internal speedup.
- The number of redundant paths increases dramatically as the network size grows.

Furthermore, the proposed ATM switch is modular and has low CLR and delay, and high throughput.

This paper is organized as follows. In Section 2, the detail of the proposed switch is presented. Section 3 outlines the routing algorithm for the switch. Section 4 discusses the fault-tolerance capability of the proposed switch. The simulations and numerical results are presented in Section 5. Conclusions are found in Section 6.

## 2 Proposed LN-ATM Switch

A block diagram of the proposed $N \times N$ Logical Neighborhood-ATM (LN-ATM) switch is shown in Figure 1. The switch consists of FIFO queues at all input and
output ports and the Improved Logical Neighborhood Network (ILN) [12] to switch cells. The size of the input and output queues is $B_{i}$ and $B_{o}$, respectively, where $B_{i}$ is typically much smaller than $B_{o}$.


Figure 1: Proposed $N \times N$ LN-ATM switch.
When a cell arrives at an input port, it is stored in the corresponding FIFO queue. Once a cell reaches HOL, it is routed to its destination through the ILN using a dynamic routing algorithm. When the cell reaches the output port, it is stored in the output FIFO queue. The switch supports hot-spot traffic by allowing each output port to receive upto $n+1$ cells in one routing cycle.

The rich connections in the ILN results in a nonblocking network that is $n$-fault-tolerant and $(n+3)!/ 6$ redundant paths exist between source-destination pairs. In addition, it has $n+1$ disjoint paths from any source to any destination. This allows the switching fabric to deliver $n+1$ cells to any output port. Thus the switch supports broadcast and multicast traffic. The switch operates in queue loss mode where cells are routed to their corresponding outputs regardless of the output queue size. Hence, a cell is lost if the input or output queues are full. The ILN operates synchronously and cells received at the input ports are independently selfrouted to the output ports.

The use of input and output queues allows operation at line rate or lower. This is perhaps the most desirable feature of our proposed switch since it allows support of OC-12 rates and higher.

An $N \times N$ ILN consists of $n+1$ stages excluding the input and output, where $n=\log _{2} N$, and each stage has $N$ elements as illustrated in Figure 2. Input switching elements at stage 0 are $1 \times(n+1)$. Switching elements at stages 1 to $(n+1)$ are $(n+1) \times(n+1)$ each. The elements at the output stage, $n+2$, are of $(n+1) \times 1$. Each output element can receive up to ( $n+1$ ) cells in one routing cycles. The received cells are buffered at their output queues.

Switching elements in stage $i$ are connected to the ones in stage $i+1$ such that their binary addresses differ by at most one bit. For example, for $N=8$, switch 001 in stage 1 , will be connected to switches $000,001,011$ and 101 in stage 2 . The input and output elements are linked to the
next and previous stages following the same way as internal stages.


Figure 2: Block diagram of $8 \times 8 \mathrm{LN}$-ATM switch with $B_{i}$ input buffers and $B_{o}$ output buffers.

### 2.0.1 Redundant Paths

The channel graph of ILN for all the redundant paths according to the routing algorithm is shown in Figure 3 for $n=2$. Let $R_{n}$ represent the number of redundant paths between input $i$ and output $j$ where $i \neq j$, for ILN, where $n=\log _{2} N$. The nodes which are part of the paths between input and output terminals are labeled from A to J. Nodes $\mathrm{H}, \mathrm{I}$, and J each has one link to reach the output. Node D has $3 \times 1$ alternatives to reach the output, $a_{1}=3$. Nodes E, $F$ and $G$ each can reach output terminal in $2 \times 1$ different paths. Node A is connected to nodes D, E and G. Hence, the number of paths in which node $A$ can reach the output is $2 \times 1 \times 2+3$,

$$
\begin{equation*}
a_{2}=2!\times 2+a_{1} \tag{1}
\end{equation*}
$$

Node B has the same connectivity as A. Node C is connected to $E, F$, and $G$. Therefore, the number of redundant paths between $C$ and output is $3 \times 2 \times 1$. Input terminal is linked to $\mathrm{A}, \mathrm{B}$, and C . Hence, the total number of redundant paths, $R_{2}$ is

$$
\begin{equation*}
R_{2}=3!+2 \times a_{2} \tag{2}
\end{equation*}
$$

Generalizing the above argument for $n \geq 2$, we can formulated the recurrence relations as

$$
\begin{align*}
R_{n} & =(n+1)!+n a_{n}  \tag{3}\\
a_{m} & =(n+2-m) m!+(m-1) a_{m-1}  \tag{4}\\
a_{1} & =n+1 \tag{5}
\end{align*}
$$

where $2 \leq m \leq n$. The second terms of Eqs. 3 and 4 and Eq. 5 reduce to $(n+1)$ !. The second term of $R_{n}$ and first
term of $a_{m}$, and second term of $a_{m}$ and first term of $a_{m-1}$, etc., reduce to

$$
\begin{equation*}
\sum_{i=2}^{n} i!(n-i+2) \prod_{j=i}^{n} j \tag{6}
\end{equation*}
$$

Hence, we can write Eq. 3 as

$$
\begin{equation*}
R_{n}=2(n+1)!+\sum_{i=2}^{n} i!(n-i+2) \prod_{j=i}^{n} j \tag{7}
\end{equation*}
$$

Simplifying Eq. 7, we obtain

$$
\begin{equation*}
R_{n}=\frac{(n+3)!}{6} \tag{8}
\end{equation*}
$$

When $i=j$, the number of redundant paths increases by 1 ,

$$
\begin{equation*}
R_{n}^{\prime}=R_{n}+1 \tag{9}
\end{equation*}
$$



Figure 3: Channel graph for ILN showing all the possible paths between two ports for $n=2$.

We performed a comparative study for the ILN network used in this work and various other MIN fault-tolerant networks that were reported in the literature. The results are summarized in two tables for comparison purposes. Table 1 shows the number of redundant paths for each network considered as the network size grows. Each network was varied in size from 4 to 256 input/outputs. For small network sizes between four and 16 input or output ports, our ILN network has the maximum number of redundant paths. However, for larger networks the network proposed by Lo [10] will be the clear winner. However, the link interconnection complexity does not make it a good candidate for VLSI implementation or packaging.

Table 2 shows compares the complexity of the various networks. The complexity variables considered were the number of nodes and the number of redundant paths. These variables were parameterized in terms of the network size. The ILN network compares well with the other networks since all of them have approximately the same number of switching nodes and redundant paths. Furthermore, the ILN is well suited to VLSI implementation because of its modularity and its regular wiring pattern in each stage.

Table 1: Comparison between redundant paths for various MIN networks.

| n | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| P. Banyan [13] | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
| Benes [11] | 2 | 4 | 8 | 16 | 32 | 64 | 128 |
| Tagle [9] | 4 | 8 | 16 | 32 | 64 | 128 | 256 |
| Itoh [15] | 2 | 5 | 14 | 42 | 132 | 429 | 1430 |
| Lin [11] | 4 | 24 | 120 | 600 | 3000 | 15000 | 75000 |
| ILN | 20 | 120 | 820 | 6720 | 60480 | 604800 | 6652800 |
| Tzeng [16] | 2 | 8 | 64 | 1024 | 32768 | 2097152 | 268435456 |
| Lo [10] | 4 | 32 | 512 | 16384 | 1048576 | 134217728 | 34359738368 |

Table 2: Complexity figures for various MIN networks.

| Network | Nodes | Redundant Paths |
| :--- | :--- | :--- |
| PBanyan [13] | $N n$ | 2 |
| Benes [11] | $N\left(n-\frac{1}{2}\right)$ | $2^{n-1}$ |
| Tagle [9] | $N(n+2)$ | $2^{n}$ |
| Itoh [15] | $N(n-1)+1$ | $\frac{(2 n)!}{n!(n+1)!}$ |
| Lin [11] | $N(3 n+2) / 4$ | $24 \times 5^{n-3}$ |
| Tzeng [16] | $N n / 2$ | $2^{(n-1) n / 2}$ |
| Lo [10] | $N(3 n-1) / 4$ | $2^{(n-1)(n+2) / 2}$ |
| ILN | $N(n+3)$ | $(n+3)!/ 6$ |

## 3 Routing Algorithm

In this section, we propose the Dynamic Routing Algorithm (DRA) to route cells between the input and output ports. The proposed algorithm is simple, localized, and is used to establish a path in a distributed manner. Furthermore, it has a constant delay and is capable of backtracking whenever a path is blocked due to a used or faulty link. The routing algorithm utilizes the Hamming distance property of the ILN and the concept of early routing to establish a path. In the ILN, two SEs in two adjacent stages are connected if the Hamming distance between their addresses is 0 or 1 . Early routing means that routing is based on minimizing the vertical distance between the source and the destination at the early stages. This is to say that if a path branches into two or more, the branch which reduces the vertical separation to the destination is selected.
Before proceeding further we need to define the terminology we use in describing the proposed algorithm which is presented in Table 3. Switching occurs at switching stages numbered from 0 to $n+1$ staring from the input stage as depicted in Figure 2. The current SE is defined by its stage index and address as $S(i, j)$. The SEs connected to $S(i, j)$ in the next and previous stages are $S(i+1, k)$ and $S(i-1, l)$, respectively. The set of SE which are connected to $S(i, j)$ and not used or faulty is $P$. The Hamming distance between SE $S(i, j)$ and destination $y$ is defined as $\mathcal{H}(S(i, j), y)$.

Cell routing is carried out in two phases: pathestablishment and cell-transfer [13]. In the cell-transfer phase, actual ATM cell transfer takes place. The pathestablishment phase, on the other hand, is based on the
request (Req) and acknowledgment (Ack) protocol. Each input port having an ATM cell to be routed generates a message that specifies the destination port $y$, and sends a Req on a selected link to the next SE. From the set of available links $P$, a link is selected that satisfies the two conditions explained below.

## Link Selection Criterion

1. Potential next SE is selected from $P$ such that $\mathcal{H}(k, y)$ is minimal.
2. When more than one $S E$ in $P$ have the same minimum Hamming distance away from the destination, the one that has minimum vertical distance to the destination is selected, i.e. $\min \{|k-y|\}$.

For simplicity, we will discuss the case of a single request at each SE. The argument can be easily modified for multi-requests using arbitration protocols discussed in [14]. As $S(i, j)$ receives a Req, it uses $y$ to select the next SE $S(i+1, k)$ in the successive stage from list $P$. The request process propagates through the stages till the destination (output) port $y$. The output port sends a positive Ack along the reverse path to the input port that initiated the initial Req. When a Req signal is blocked due to a used or faulty link, a negative $A c k$ is sent back. The SE that receives the negative $A c k$, tries to initiate a new Req using a different link from $P$ according to the selection criterion stated earlier. If it is not successful, it will send a negative Ack signal along the traversed route so far. When an input port receives a negative Ack on the selected link, it will issue a new Req on a different link using the selection criterion stated earlier.

Table 3: Terminology used in describing the routing algorithm.

| Term | Symbol | Meaning |
| :--- | :---: | :--- |
| switching stage | $i$ | index of the current stage and <br> represented by $i=<i_{n-1} \cdots i_{1} i_{0}>$ |
| current SE | $j$ | address of the SE in stage $i$ under <br> consideration and represented by <br> $j=<j_{n-1} \cdots j_{1} j_{0}>$ |
| next SE | $k$ | address of the SE in stage $i+1$ which <br> is connected to SE $j$ and represented <br> by $k=<k_{n-1} \cdots k_{1} k_{0}>$ |
| previous SE | $l$ | address of the SE in stage $i-1$ which <br> is connected to $\mathrm{SE} j$ and represented <br> by $l=<l_{n 01} \cdots l_{1} l_{0}>$ |
| available list | $P$ | list of next available SE connect to the <br> current SE and represented by <br> $P=\left\{k_{1}, k_{2}, \cdots, k_{n+1}\right\}$ |
| destination | $y$ | index of an output port and represented <br> by $y=<y_{n-1} \cdots y_{1} y_{0}>$ |

To illustrate the operation of the DRA, we will present the example shown in Table 4. Consider the $8 \times 8 \mathrm{LN}-\mathrm{ATM}$ shown in Figure 2. Suppose a cell is to be routed from input port $000, S(0,000)$, to output port $y=111, S(5,111)$. The list $P$ of SEs in the next stage which are connected to $S(0,000)$ is ordered according to the Hamming distance $\mathcal{H}$ first, then by the vertical distance, $\min \{|k-y|\}$. This means that if two next SEs have same Hamming distance away from $y$ then condition 2 should be satisfied. Table 4 shows that $S(1,100)$ is selected applying the selection criterion; and repeatedly the path shown in bold line in Figure 2 and Table 4 is selected. If a path is not available, an alternative path is sought using the same procedure as above. For example, an alternative path is shown in dotted line in Figure 2.
The pseudocode of the DRA is presented in Figure 4. It starts by switching element $S(i, j)$ receiving a Req from $S(i-1, l)$ to establish a link to output port $y$ in Step 1. Then, it checks if enough number of stages are left to reach the destination $y$ in Step 2. This is necessary to know if the traversed route so far leads to the destination $y$. If it does not, then a negative $A c k$ is sent to the previous SE $S(i-1, l)$ that initiated the Req. In Steps 3 and 4, $S(i, j)$ will select $S(i+1, k)$ from the list of available $\mathrm{SEs}, P$, that has minimum $H(S(i+1, k), y)$ and $\min \{|k-y|\}$. A Req is sent to $S(i+1, k)$ and $S(i, j)$ waits on $A c k$. When a negative $A c k$ is received by $S(i, j)$, the next $S E$ from $P$ is selected if there is any left; otherwise, a negative Ack is back propagated. However, a positive $A c k$ is always propagated backwards till it reaches the input port at $S(0, l)$ indicating a path establishment.

## 4 Reliability of the ILN

To study the reliability of the ILN, the following faulttolerance model is assumed [12]:

- Any component (switch or link) can fail.
- Faulty components are unusable.
- Faults occur independently.
- Faults are static.
- Faulty links are excluded from the list of available links for routing.

There are $n+1$ disjoint paths for each source-destination pair; hence, the ILN is $n$ fault-tolerant. The ILN tolerates $n$ faults in any of the $n+1$ stages. To study the terminal reliability $\left(R_{t}\right)$ of the ILN, the failure probability of a switch or link is assumed to be $q$. Among the $n+1$ paths, one path is sufficient to establish a route between a source and destination. Since there are $n+1$ distinct paths and $n+1$ stages, the terminal reliability is defined as:

$$
R_{t}=\left(1-q^{n+1}\right)^{n+1}
$$

which is based on the formula given in $\operatorname{Ref}$ [12].
Figure 5 shows terminal reliability for ILN for $N=8$, 128 , and 1024 . The figure shows that the reliability decreases slowly as the probability of failure increases. Also, for a given failure probability, the reliability increases as the network size increases. This is advantageous, since larger switches have higher manufacturing cost and should be more immune to total failure. Furthermore, the ILN has reliability of almost 1 for failure probability of $50 \%$ when $N=1024$.

## 5 Performance Analysis

To study the performance of the proposed switch, numerical simulations were conducted to find the cell loss probability, throughput, and cell loss when faults are present in the switching fabric. The following assumptions were made in our simulations.

Table 4: Example of establishing a route between input port 000 and output port $y=111 . k(a / b)^{*}$ indicates the selected link, where $k$ is the address of the next SE, $a=\mathcal{H}(S(i+1, k), y)$ and $b=|k-y|$.

| Stage $i$ | SE $j$ | P |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 000 | $100(2 / 3)^{*}$ | $010(2 / 5)$ | $001(2 / 6)$ | $000(3 / 7)$ |  |
| 1 | 100 | $110(1 / 1)^{*}$ | $101(1 / 2)$ | $100(2 / 3)$ | $000(3 / 7)$ |  |
| 2 | 110 | $111(0 / 0)^{*}$ | $110(1 / 1)$ | $100(2 / 3)$ | $010(2 / 5)$ |  |
| 3 | 111 | $111(0 / 0)^{*}$ | $110(1 / 1)$ | $101(1 / 2)$ | $011(1 / 4)$ |  |
| 4 | 111 | $111(0 / 0)^{*}$ | $110(1 / 1)$ | $101(1 / 2)$ | $011(1 / 4)$ |  |
| 5 | 111 | $111(0 / 0)^{*}$ | $110(1 / 1)$ | $101(1 / 2)$ | $011(1 / 4)$ |  |

Start DRA (S $(i, j))$ :
Step 1: Receive Req $y$ from $S(i-1, l)$.
Step 2 : If $H(S(i, j), y)>n+2-i$ then
Send negative $A c k$ to $S(i-1, l)$.
Goto END .
Endif.
Step 3: Update \& order list $P$.
Step 4: Select $S(i+1, k)$ where $k=$ first SE in $P$
Step 5: Send Req to $S(i+1, k)$.
Step 6: If negative $A c k$ is received then
$k=$ next SE in $P$
If no SE is left in $P$ then
Send negative Ack to $S(i-1, l)$.
Goto END.
Endif.
Goto Step 5.
Else
Send positive Ack to $S(i-1, l)$
Endif.
END: DRA.

Figure 4: Psuedocode of the Dynamic Routing Algorithm.


Figure 5: Terminal reliability for ILN when $N=$ $8,128,1024$.

1. ATM cells arrive at the input ports with probability $p$ and are modeled using interrupted Bernoulli processes (IBP).
2. Arriving cells have uniform probability, $1 / N$, of being destined to any output port.
3. At a given time slot, at most one cell leaves each input port and $n+1$ cells can be delivered to any output port.
4. When more than $n+1$ cells are destined to a particular output port, $n+1$ cells are selected for routing at random. The unselected ones remain at the input buffer HOL.
5. Cell loss takes place at two occasions; when the input or output queues are full.
6. Cell loss due to time out and faulty components are not considered.
7. The simulation was run for $5 \times 10^{8}$ time slots on Sun Ultra 10 for the case when no faults were present. When faults are present, the simulations were run for $2 \times 10^{8}$ times.

To study the effect of queuing, the input and output queues are modeled as FIFOs measured in number of ATM cells stored. The size of input FIFOs are fixed, $B_{i}=10$, and output FIFOs are varied, $5 \leq B_{o} \leq 80$. The traffic intensity $p$ was set to 0.9 . LN-ATM of sizes $8,16,32$, and 64 are simulated.

Figure 6 shows the effect of output queue size on CLP. The simulation results show that CLP of $10^{-6}$ can be reached at $B_{o}=45$ for all networks. It was observed that the size of the input FIFOs utilized varied for different network sizes. For example, for switch $N=8$, the input FIFO size was $B_{i}=4$ when $B_{o}=45$. As the network increases, $B_{i}$ gets smaller, i.e. $B_{i}=2$ when $B_{o}=45$ and $N=64$.


Figure 6: LN-ATM cell loss probability for various switch sizes when $p=0.9$ and assuming no faults $(q=0)$.


Figure 7: LN-ATM throughput input and output queues for $p=0.9$ and assuming no faults ( $q=0$ ).

Figure 7 shows the effect output queue size on the throughput for network sizes $8,16,32$, and 64 . The simulation reveals that throughput of $100 \%$ is reached when $B_{o}=35$ for all networks at high traffic intensity $p=0.9$.

Figure 8 shows the mean packet waiting time (measured in time slots) versus the offered load when $B_{i}=10, B_{o}=$ 45 , and no faults were assumed.


Figure 8: Mean waiting time (in time slots) vs. offered load in an LN-ATM with $B_{i}=10, B_{o}=45$, and no faults were assumed.

The simulations reveal that throughput of $100 \%$ is reached when $B_{o}=30$ for all networks for high traffic intensity $p=0.9$. Furthermore, low cell loss probability $\left(10^{-6}\right)$ at output queues at reasonable size $B_{o}=45$. In addition, cell loss at input queues is eliminated due to receiving capability of the output ports.

### 5.1 Effect of faults on performance

Faults within the switching fabric have different impact on the switch performance depending on the location of the fault. The most pronounced effect occurs when the fault happens at the last stage connecting the last stage of the fabric to the output port since this reduces the number of links. This has a direct impact on the amount of traffic arriving at an output port. On the other hand, faults occurring at the input or intermediate stages are masked by the inherent redundancy of alternative paths. To simplify the modeling and to reduce simulation time, we considered only faulty output links. We should point out here that other authors assumed in their studies that faults could not happen at the input or outputs stages.

To simulate the effect of faults on the switch performance, the following assumptions were employed.

1. Faults occur only on links connecting the switching nodes to the output ports.
2. Faults are static and do not change throughout the simulation.
3. Faulty links are unusable.
4. Faults occur independently and uniformly among the output links.
5. Faulty links are excluded from the list of available links for routing.
Figure 9 shows the effect of faults in the network on the cell loss probability. In this simulation, all switches had the following parameter values. $B_{i}=20, B_{o}=60, p=0.9$. We notice in the figure that the network performance is not affected by the presence of faults up to a certain threshold for the fault probability. After the threshold is reached, the CLR increases at a fast rate. In effect the network becomes less fault-tolerant. Notice that the threshold is almost equal for all network sizes.
Our results report network performance for a range of fault probability extending from 0 to 0.9 . This is contrasted with the results of Plate and Tan in which the fault probability was only $1 \%[8]$. This value is way below the threshold we report here. In other words, their results could not have discovered the presence of a threshold above which the network loses its fault tolerance ability.
We should mention that the horizontal axis in our figures represents fault probability. Other references reported the effect of faults in a slightly different manner $[9,10,11]$. In these references, the switch performance was reported versus the number of faults present. The two techniques give different views of the same phenomenon but the reader must be aware of this point. In fact, the figures in the cited references imply that the authors used a very low effective fault probability. For example, the highest value for fault probability in reference [11] is only .25 . This is gain below the fault threshold reported in this paper.
Other authors employed a different technique for investigating fault tolerance.
Figure 10 shows the effect of faults in the network on the throughput. In this simulation, all switches had the following parameter values. $B_{i}=20, B_{o}=60, p=0.9$.

## 6 Conclusions

In this paper, a fault-tolerant LN-ATM switch was proposed. The proposed switch combines the advantages of input and output queuing, and soft fault-tolerance. The extra hardware for fault-tolerance is actively used to increase the throughput and reduce cell loss probability and delay. An $N \times N$ LN-ATM switch is capable of delivering $\log _{2} N+1$ ATM cells to any output port in bit-serial fashion and without speeding up the network. The LN-ATM also supports data broadcast and hot-spot operations. A dynamic routing algorithm was proposed to route cells from input to output ports. The proposed switch achieved low cell loss probability $\left(10^{-6}\right)$ at the output ports for a reasonable queue size ( $B_{o}=45$ ) and eliminated cell loss at the input ports. Furthermore, the LN-ATM witch was shown to have unity terminal reliability for high failure probability $(q=50 \%)$.


Figure 9: Effect of switching fabric faults on the CLP of switches with $N=8,16,32$.


Figure 10: Effect of switching fabric faults on the throughput of switches with $N=8,16,32$.
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#### Abstract

In this paper, we examine the scalability potential of 3-stage Clos networks for Gigabit ATM switching. We propose and evaluate an ATM switch architecture with a nonblocking switching capacity scalable to 160 Gbps. The switching fabric consists of a number of modular switching elements, interconnected in a 3-stage Clos network, with a total number of up to 1024 input ports and 1024 output ports (OC-3). Each switching element of the network consists of up to eight $4 \times 4$ switching modules, interconnected via a common bus. Internally, each module performs both input and output queuing. Cells are switched through a shared local bus. Fast arbitration logic is used to control the various busses of the network. Although there is shared resource contention, the proposed architecture can be nonblocking, if the internal bus operation is adequately fast. Simulation results show that nonblocking operation is feasible, with total internal buffering of as small as 18432 cells, achieving cell latencies of as low as 6 to $10 \mu \mathrm{sec}$. Given the appropriate Call Admission Control algorithm and an adequate number of middle-stage switches, the Clos network can also provide nonblocking operation at call setup.


## 1 Introduction

The proliferation of emerging multimedia technologies, supporting advance multimedia applications and services has set higher and more technologically challenging requirements for better multimedia networking support. Applications involving real-time audio and video transmission, multiple-party video-conferencing, video-on-demand, etc. require high switching capacities, high throughput, low latency, low or no blocking and a number of QoS guarantees.

Several of today's high performance switch implementations, used in multimedia application environments, including Cisco's LightStream 1010 and BPX-8600 and Fore Systems' Fore-Runner ASX-4000 ATM switches, do no exceed 60 Gbps of switching capacity. In a video-ondemand environment, it will soon not be uncommon to require service for tens of thousands of end-customers. For example, 50,000 MPEG-4 compressed video streams at 2 Mbps each, require a switching capacity of at least 100 Gbps. Such demands cannot be accommodated very easily, by today's state-of-the-art switch implementations.

In this paper ${ }^{1}$, we present a scalable and modular architecture of a high-performance switching network, capable of achieving 160 Gbps throughput, with only a few microseconds end-to-end cell latency. This architecture is powerful enough to satisfy the switching capacity requirements of today's most demanding multimedia envi-

[^1]ronments.
One design approach, adopted by several state-of-the-art switch architectures today, such as the Cisco's LightStream 1010 and 2020, is the Shared Memory approach [1, 12, 22, 23]. This approach, however, does not scale very well for high capacities and current implementations based on this approach rarely support more than 60 Gbps of switching capacity.

Another popular approach, implemented in IBM's PARIS and plaNET, NEC's ATOM switch and Fore Systems' ForeRunner ASX-4000 among others, involves routing cells from input to output through a Shared Medium, like a bus or a ring [ $1,22,23]$. In these switches, the bus speed must be high enough in order to avoid blocking.

Orthogonally, all switch design approaches require a buffering strategy. Input buffering usually suffers from head-of-the-line blocking, while output buffering requires a mechanism able to deliver multiple cells to the same output during one cell-cycle [5,23]. Internal buffers are often placed within the switching elements of a space division fabric. Such a strategy must be carefully evaluated as it may result to poor throughput and undesirable cell-latency variations. On the other hand, internal buffering can be used to isolate consecutive stages and improve on the parallel and independent operation of switching elements in a multistage switching network.
Our approach consists of interconnecting several high capacity switching elements (up to 5 Gbps each) into a multistage network, taking advantage of their distributed and
concurrent operation. We propose a modular design of such a switching element, which allows it to scale efficiently to the required switching capacity of 5 Gbps . Up to 32 such switches can be interconnected per stage, thus achieving a total switching capacity of 160 Gbps . Our design uses internal buffering (both input and output) between stages and follows the shared bus paradigm in a hierarchical fashion to achieve the desired scalability.

We evaluate the proposed design with simulation results, which indicate the sizing conditions under which the internal operation of the switching network is nonblocking and the average cell-latency is optimized.

The rest of this paper is organized as follows. Section 2 provides an introduction to 3 -stage Clos networks and their four nonblocking modes of operation. Section 3 describes the various parts of the proposed architecture, including the typical switching element, the switch module and the arbitration logic. Section 4 discusses issues related to call admission control (CAC) and ATM routing. Section 5 presents simulation results for the relative throughput and cell latency for various network configurations and sizes. Finally, Section 6 summarizes the contributions of this work and identifies new directions and future work.

## 2 Three-Stage Clos Networks



Figure 1: A symmetric three-stage Clos network.
Three-stage Clos networks [6] have been used for multiprocessor interconnection networks, as well as for data switching fabrics. For example, the Memphis switch of the IBM GF-11 parallel computer uses a symmetric threestage Clos network to interconnect 576 processors [2]. A
variant of the 3-stage Clos network has been designed for use in the High-Performance Switching System project at the Lawrence Livermore National Laboratory [25].

Clos networks can be used to efficiently implement low latency, high-bandwidth, connection-oriented ATM switching [7, 14]. Clos-type switching fabrics have also been found to be economically and technically attractive. Combined with their inherent fault-tolerant and multi-path routing properties, they pose as a very appealing choice for reliable broadband switching. Examples include the Fujitsu's FETEX-150, NEC's ATOM and Hitachi's hyperdistributed switching system.

A three-stage Clos network consists of three successive stages of switching elements which are interconnected by point-to-point links. In a symmetric three-stage network, all switching elements in a stage are uniform (see Figure 1). In the symmetric Clos network of Figure 1, there are $r$ switches of size $n \times m$ in the first stage, $m$ switches of size $r \times r$ in the second, and $r$ switches of size $m \times n$ in the third. This network thus interconnects $n \cdot r$ input ports with $n \cdot r$ output ports.

Masson and Jordan introduced asymmetrical three-stage Clos networks as a generalization of the symmetric Clos network of Figure 1 [20]. These networks have $r_{1}$ switches of size $n_{1} \times m$ in the first stage and $r_{2}$ switches of size $m \times n_{2}$ in the third; there are $m$ switches in the middle stage each of size $r_{1} \times r_{2}$. Hwang and Jajszczyk developed many routing strategies for these asymmetrical three-stage networks, and derived conditions under which these routing strategies enable nonblocking operation of the networks [10]. Koppelman considered more general asymmetrical Clos networks than those considered by Masson and Jordan, and Hwang and Jajszczyk. The networks considered by Koppelman may have nonuniform switches in each stage and arbitrary connection patterns between stages; he studied the rearrangeability of these networks [13]. Varma and Chalasani also designed connectionassignment algorithms for asymmetrical Clos networks under the rearrangeable mode of operation [24].

### 2.1 Generalized Clos Switching Networks

Figure 2 illustrates the general class of asymmetrical threestage Clos networks. The set of switching elements in stage $i$ of this network will be denoted by $S_{i}$, for $i=1,2,3$. The number of switching elements in the three stages are $f, m$, and $g$, respectively. The interconnection pattern among the three stages is described below.

Stage 1 Switching element $i$ has $P_{i}$ input ports. It is connected to switching element $j$ in the middle stage via a set of $R_{i, j}$ virtual channels. Each input port can accommodate $u_{i}$ virtual channels.

Stage 3 Switching element $k$ has $Q_{k}$ output ports. It is connected to switching element $j$ in the middle stage via a set of $T_{j, k}$ virtual channels. Each output port can accommodate $v_{k}$ virtual channels.


Figure 2: A general asymmetrical Clos network.

The total number of input virtual channels in the network (i.e. inputs to the first stage) is given by:

$$
\mathcal{I} \stackrel{\text { def }}{=} \sum_{i=1}^{i=f} P_{i} \cdot u_{i} .
$$

Similarly, the total number of output virtual channels in the network (i.e. outputs of the third stage) is:

$$
\mathcal{O} \stackrel{\operatorname{def}}{=} \sum_{k=1}^{k=g} Q_{k} \cdot v_{k}
$$

Nonblocking conditions have been derived for generalized asymmetrical 3-stage Clos networks, by Mellen \& Turner, Chung \& Ross, and Liotopoulos \& Chalasani, both for the discrete as well as for the continuous bandwidth multirate environment.

Figure 3 shows an example of a $2 \times 4 \times 3$ asymmetrical 3 -stage Clos network, consisting of 6 input ports and 12 output ports. Such a configuration can occur in the case of switch faults (e.g., when one switch from the first-stage is faulty and taken out). It can also be useful in cases where the input ports must have different capacities than the output ports. In the example of Figure 3, the input ports can have twice the capacity of the output ports.


Figure 3: Example of an Asymmetrical 3-Stage Clos Network.


Figure 4: Tradeoffs for the various modes of nonblocking operation.

### 2.2 Nonblocking Switching Operation

Nonblocking operation of 3-stage Clos networks can be achieved in more than one ways, depending on how the incoming connections are distributed over the network's resources (Call Admission Control (CAC) policy). Each connection can be established by allocating network resources in a variety of ways, ranging from naive, arbitrary allocation to highly sophisticated and complex algorithms. Methods of higher complexity usually achieve better nonblocking performance at a cost slightly higher than that of the simple schemes [8].

In a rearrangeably nonblocking Clos network, a connection between any idle input port and any idle output port can always be realized by rearranging some of the existing connections if necessary. In a strictly nonblocking Clos network, an idle pair of ports can be connected without rearranging existing connections. Due to their more stringent requirements, nonblocking networks, in general, require more hardware resources than rearrangeable networks. For example, it has been shown that the symmetric three-stage Clos network of Figure 1 is rearrangeable if $m \geq n$, while the same network, for nonblocking operation requires at least $3 n / 2$ middle-stage switches [3].
Overall, in the context of CAC, we distinguish four modes of nonblocking operation for a 3 -stage Clos network:

- Strictly Nonblocking (SNB).
- Wide-Sense Nonblocking (WSN).
- Semi-Rearrangeably Nonblocking (SRN).
- Rearrangeably Nonblocking (RNB).

Figure 4 shows the tradeoffs of the various modes, in terms of hardware requirements and control complexity. The SNB mode does not use any special CAC algorithm and therefore is very demanding in terms of the number of middle-stage switches needed for nonblocking switching, [19]. The WSN mode uses a special connection-placement (CAC) algorithm, which reduces its hardware requirements compared to the SNB mode. This mode is attractive mainly because of the simplicity of its control algorithms and the fact that it does not require rearrangements [11].

More sophisticated bandwidth and resource allocation schemes, involving connection placements and rearrangements, are employed in the SRN and RNB modes [4, 9, 21]. These schemes are even less demanding, in terms of hardware resources, for nonblocking operation. The RNB mode, though it requires the least amount of hardware resources, may be prohibitive as far as implementation is concerned. The main reason is that it may require a large number of rearrangements, which when performed may affect the quality of service of the established connections. On the other hand, in the SRN mode we attempt to restrict the number of rearrangements by rearranging only a limited number of connections per request, [17]. In this work, we specifically consider only those algorithms, which perform a small number of rearrangements and only after a disconnection request. Therefore, the SRN mode of operation appears as a viable compromise between resource requirements and implementation complexity.

## 3 A Clos Switch Architecture

Figure 5 shows a modular implementation of a typical switching element (i.e., a stage-switch) of the Clos network. It consists of two modules in cascade, which are interconnected via a shared bus.


Figure 5: Cascaded Modules forming a Stage-Switch.
Each module has four serial input ports and four serial output ports (e.g., ATM ports operating at 155 Mbps (OC3), also referred to as Synchronous Transport Signal level 3 (STS-3c)).

The serial data stream at each input port is transformed into parallel 32-bit words by a Serial-In-ParallelOut (SIPO) shift register. These words are subsequently stored in a (local) input FIFO queue ( Li ). Cells can be switched from any input FIFO to any output FIFO within the same module or across different modules of the same switch.

A central scheduler performs control and bus arbitration, over the entire switch, and transfers one cell (14 32-bit words) at a time from an input FIFO ( LiQ ) to an output FIFO (LOQ), assuming that the former has at-least one cell to send and the latter has adequate free buffer space to accommodate it.

Cells from the output FIFOs are then transformed into a serial stream by a Parallel-In-Serial-Out (PISO) shift regis-
ter, in order to be switched to the next stage via an internal link or an output port. It is often desirable for internal links to have higher capacity than the input or output ports. This is usually implemented with wider data paths, or higher transfer rates.


Figure 7: The proposed Module Architecture.
Figure 6 shows how two modules belonging to switches in consecutive stages are interconnected via an internal link. In this Figure, a cell originating from input port Xl and destined to output port Y2 of the next stage switch is first routed to output port Y1 of the first module. Then, it is transferred through the internal link, which connects the two modules, to input port X2 of the second module. Finally, the cell is switched to its destination, Y2, at the second module.

However, the above design approach is not very attractive for designing high capacity switches, since it cannot scale efficiently to more than 2-3 modules per switch. The main problem lies on the shared bus, which has: i) electrical load limitations, and ii) speed limitations.

To overcome this scaling problem, we propose an enhanced module architecture, described next.


Figure 6: Inter-stage Module Communication.

### 3.1 An Enhanced Module Architecture

A more scalable approach to the design of the basic switch module is given in Figure 7.

In this design, we break down the single shared bus into a two-level hierarchy of shared busses, one local to the module (LBus) and one global for the entire switching element (GBus). Modules of the same switch can communicate with each other, via the GBus, by means of a pair of (global) input and output FIFOs (GiQ, GoQ).

A cell destined to an output port of the same module is transferred directly to the corresponding local FIFO LOQ, via the local bus, LBus. If the destination of the cell is an output port of a different module, within the same switch, then the cell is first transferred to the GOQ FIFO, and through the GBus, to the GiQ of the target module. At the remote module, the cell is transferred from the GiQ to the appropriate LOQ, before it exits the current switching element and moves to the next stage.

With this design approach, each module contributes only one input load and one output load to the total load of the GBus. Therefore, this design can scale to 8 or even 16 modules per switching element. Given that each module has a switching capacity of $4 \cdot 155=622 \mathrm{Mbps}$, the switching element can scale up to 10 Gbps . A 3-stage Clos network consisting of such switching elements can therefore achieve up to 160 Gbps of strictly nonblocking switching capacity (in a $32 \times 64 \times 32$ configuration), or up to 320 Gbps of rearrangeably nonblocking switching capacity (in a $64 \times 64 \times 64$ configuration).

With respect to the LBus, arbitration is performed among the four LiQ and the GiQ, giving output to the four LOQ and the GOQ. Therefore, the LBus is electrically loaded only by 5 inputs and 5 outputs, which is well below its limitation, but kept at this level for overall performance reasons.

### 3.2 Bus Arbitration and Control

All busses of a typical switching element, either local or global, require fast control and arbitration logic, in order to carry out cell transfers more efficiently. The proposed Bus-Arbiter is depicted in Figure 8.

The proposed design for the bus arbitration logic ensures efficient data transfers, and high cell throughput. Idle bus cycles are minimized, since the arbiter examines and grants bus access to only those FIFOs that can truly send data (i.e., they have at least one cell to send and its destination FIFO has adequate free space to accept it).

A high level algorithm describing the operation and functionality of the bus arbiter, is given below:

1. The Arbiter queries all modules for the status of their GiQ.
2. Each module responds by setting its corresponding status line in the control bus.
3. The Arbiter queries all modules for bus requests.
4. Each module first determines the destination module of the top cell in its GOQ and the availability of this destination module's GiQ. if the destination module is available then the current module sets a valid bus request.
5. The Arbiter uses a Rotating Priority scheme to select a module to grant the bus to and outputs its ID number to the control bus.
6. The selected module takes control of the data bus and initiates the data transfer by first placing the destination module's address on the address bus.
7. The target module realizes that it is the destination module and initiates a read cycle.
8. The source module initiates the data transfer of an entire cell (14 32-bit words).
9. During the transfer of the last data word, the source module notifies the Arbiter of the completion of the transfer and releases control of the bus to the Arbiter.

## 10. Repeat the cycle from Step 1.

The above bus arbitration logic requires no more than 28 control bus signals for an 8 -module switch, and no more than 18 control bus signals for a 4-module switch.


Figure 8: The proposed Bus-Arbiter architecture. .

Currently, priority arbitration is done in a Round-Robin fashion, but other popular schemes, such as Fair-Queuing, are under investigation.

## 4 Call Admission Control (CAC) and Routing

Data stream transport through the switching network is achieved by means of Connection Oriented Network Services (CONS). CONS require the establishment of a connection between the origin and destination before transmitting the data. The connection is established by allocating bandwidth on a path of physical links through intermediate nodes of the network. Once established, all data travels over this same path in the network.

Control signaling is used to establish and take down a connection dynamically (Switched Virtual Circuits (SVC)).

For the proposed switch architecture, we can apply a variety of Call Admission Control (CAC) algorithms for SNB, WSN, SRN, or RNB operation, proposed by numerous researchers for generalized 3 -stage Clos switching networks in the multirate environment. Next, we show an example of a semi-rearrangeably nonblocking (SRN) switching algorithm, proposed for Call Admission Control by Liotopoulos \& Chalasani.

### 4.1 A CAC algorithm

This control algorithm performs Call Admission Control (CAC) by means of balancing the available paths of the switching matrix (Available Capacity Routing (ACR)). This is achieved by appropriately distributing incoming calls over all middle-stage switches, and performing at
most one rearrangement per disconnection. The connection and disconnection rules for this routing algorithm are presented below.

Rules for establishing a new connection. Assume that $C(i, j, \star)$ denotes the number of connections routed through the middle-stage switch $j$ from the first-stage switch $i$ to all switches in the third stage. Similarly, $C(\star, j, k)$ represents the number of connections routed through the middle-stage switch $j$ from all switches in the first stage to the third-stage switch $k$. In other words, $C(\star, j, k)=\sum_{i=1}^{i=f} C(i, j, k)$ and $C(i, j, \star)=$ $\sum_{k=1}^{k=g} C(i, j, k)$.

Let the function $V(i, j, k)$ be defined as follows:
$V(i, j, k) \stackrel{\text { def }}{=} \min \left\{\left(R_{i j}-C(i, j, \star)\right),\left(T_{j k}-C(\star, j, k)\right)\right\}$,
$(i, j, k) \in S_{1} \times S_{2} \times S_{3}$.
For a given $i$ and $k, V(i, j, k)$ represents the maximum number of available virtual paths in the network for the connection from $i$ to $k$ through middle-stage switch $j$. A middle stage switch to realize a connection from $I$ to $K$ is selected using the following rule.

## Connection Rule

To realize a connection from $I$ to $K$, select a middlestage switch $J$, such that

$$
V(I, J, K)=\max _{p} V(I, p, K)
$$

The above connection rule distributes all the connections in such a way that the available virtual paths between a pair of first and third stage switches are uniformly distributed, to a large extent, over all the middle-stage switches.

Rules for disconnecting an existing connection. Suppose that a connection $[I, J, K]$ (that is, a connection from $I$ to $K$ through the middle-stage switch $J$ ) is to be disconnected. This is accomplished using the following disconnection rule.

## Disconnection Rule

1 To disconnect $[I, J, K]$, first find a middle stage switch $J_{m}$ such that $V\left(I, J_{m}, K\right)=$ $\min _{p} V(I, p, K)$.

2 if $V(I, J, K)==V\left(I, J_{m}, K\right)$ disconnect $[I, J, K]$.
3 else disconnect $[I, J, K]$ and reroute a connection from $I$ to $K$ through $J_{m}$ to use the middle-stage switch $J$. In other words, a connection of the form [ $\left.I, J_{m}, K\right]$ is rearranged so that it becomes a connection of the form $[I, J, K]$.

Observe that disconnection of $[I, J, K]$ will rearrange an existing connection only if $V(I, J, K)$ is greater than $V\left(I, J_{m}, K\right)$ by at least one; such a rearrangement ensures that the available virtual paths between the first-stage switch $I$ and the third-stage switch $K$ are divided approximately equally among all middle-stage switches.

### 4.2 ATM Cell Structure

Asynchronous Transfer Mode (ATM) switching is used to transport data from source to destination. Each ATM cell consists of the standard 5 -octet header and 48 -octet payload. Figure 9 depicts the format and parallel (32-bit wide) transmission of an ATM cell.

The cell header contains information, such as the cell's Virtual Path Identifier (VPI, 16 bits) and Virtual Channel Identifier (VCI, 8 bits), Generic Flow Control information (GFC, 4 bits), Payload Type (PT, 3 bits), Call Loss Priority (CLP, 1 bit), Header Error Check (HEC, 8 bits) and Payload Error Check (PEC, 24 bits). The PEC field is not part of the standard ATM cell format, but we have included it for enhanced reliability and in order for each cell to begin at a 32-bit word boundary.
From the above, we conclude that each cell is transmitted as 1432 -bit words and contains 48 octets of payload. Therefore, the protocol efficiency is $(48 \times 8) /(14 \times 32)=$ $85.714 \%$.

Although the proposed ATM cell format is a slight variation of the standard, it is proposed because it provides a high efficiency routing protocol for OSI layer-3 routing and does not necessitate additional protocol encapsulation for this purpose.
In the proposed cell format, the VPI field contains all the routing information the cell requires to reach its destination output port at the third-stage of the switching network. The first 6 bits of this field $\left(\mathrm{VPI}_{0: 5}\right)$ denote the selected middlestage switch the cell is chosen to go through. This essentially identifies the output port number, which the specific cell should be switched to, inside the first-stage switch. The
next 5 bits of the VPI field $\left(\mathrm{VPI}_{6: 10}\right)$ denote the destination third-stage switch, or equivalently, the output port number of the middle-stage switch. Finally, the last 5 bits of the VPI field ( $\mathrm{VPI}_{11: 15}$ ) denote the output port number of the third-stage switch.

The VCI field contains a virtual circuit ID number, which relatively identifies a virtual circuit (or service) within its corresponding ATM virtual path. Thus, the Absolute Identification of a Service (ASI) is derived from the concatenation of VPI and $\mathrm{VCI}_{6: 15}$, that is an 18-bit identifier.

## 5 Simulation Results

In order to evaluate the proposed architecture, we have developed a special purpose simulator, which is presented in [15]. In the following discussion, an $N \times M$ switch refers to a switch with $N$ input ports and $M$ output ports. Also, the variables LF and GF refer to the sizes of the local ( $\mathrm{Li} Q, L O Q$ ) and global (GiQ, GoQ) FIFOs, respectively.

The input traffic we applied consisted of uniformly distributed call requests over all output ports. Call lengths were exponentially distributed. Call interarrival times were assumed to be zero, in order to stress the switching fabric.

In this section, we present simulator results for the relative throughput ${ }^{2}$ of the switch and for the average cell latency.

Figure 10 shows the overall relative throughput (a) and average cell latency (b), as a function of the bus speedup factor. A speedup factor of 16 indicates that the bus transfers cells 16 times faster than the input ports. For OC-3 input ports, this implies bus transfers at 310 MBytes per second, or 78 MWords per second, (assuming 32-bit wide busses).

All busses, both local and global, are assumed to have the same speedup factor. The behavior of the switch with different speedup factors for local and global busses are also under evaluation but results are not presented in this paper.

For various values of LF and GF we observed no effect in the overall relative throughput. No internal blocking was observed for bus speedups $\geq 16$. For the same combination of FIFO sizes, we observed longer cell delays for larger internal buffering, but only for cases with internal blocking.

Figure 11 shows similar graphs, as in Figure 10, comparing two switch configurations with different number of output ports. The $256 \times 256$ configuration exhibits higher throughput and less cell delay, due to less path interdependencies, resulting in less resource contention.

Figure 12 compares two strictly nonblocking, ( $16 \times 32 \times$ 16) switch configurations with capacities of $40 \mathrm{Gbps}(256$ OC-3 input ports) and 80 Gbps ( $512 \mathrm{OC}-3$ input ports), respectively. Graph (a) shows that in both cases, $100 \%$ rel-
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Figure 9: ATM cell transmission and format.


Figure 10: Throughput and Latency for various FIFO size configurations.


Figure 11: Throughput and Latency for a $256 \times 256$ and a $256 \times 512$ switch.


Figure 12: Throughput and Latency for a $256 \times 512$ and a $512 \times 512$ switch.
ative throughput is achievable. Graph (b) shows that the average cell latency can be under $10 \mu \mathrm{sec}$. ( 3 cell cycles), if no internal blocking occurs.

Figure 13 shows cell-latency distribution curves for two different capacities of a ( $16 \times 32 \times 16$ ) switch; a 40 Gbps and an 80 Gbps switch. In each case, the effect of the speedup factor is observed. As expected, the higher the speedup factor is, the more "steep" the distribution curves become. Steeper latency distribution curves indicate smaller latency variance.

## 6 Conclusions and Future Work

This paper advocates the use of 3 -stage Clos networks, combined with ATM switching, for the implementation of large broadband switching networks for multimedia networking support.

Clos switches, controlled by intelligent CAC algorithms, offer high capacity switching and high switch utilization, while keeping the blocking probability very low, or near zero.

Building a high-capacity switch from a large number of switching modules takes advantage of the parallelism and resource decoupling exploited by the individual modules. Scalability is achieved by breaking down the shared bus bottleneck to a hierarchy of busses. This approach has the disadvantage that it increases the variance of cell latency. However, since all cells belonging to the same call follow the same physical path from source to destination, the latency variance among them is expected to be less than the overall latency variance and generally small.

Simulation results indicate that larger buffers do not improve the overall throughput significantly, while on the other hand they increase the average cell latency, due to the head-of-line blocking, experienced with input queuing. Bus speed and internal link speed are critical for the nonblocking operation of the entire switching network. We have shown through simulation that, for the proposed switching capacities, busses and internal links can be constructed and realisticly run at rates high enough to achieve $100 \%$ relative throughput and under $10 \mu \mathrm{sec}$. cell latencies with total internal buffering as small as 18432 cells.

More work needs to be done in incorporating traffic management and QoS features to the proposed switch architecture. We plan to develop an analytical model to evaluate the proposed architecture, and also implement a prototype module in VLSI. We also plan to evaluate the behavior and performance of this architecture under various types of ATM traffic (CBR, VBR, rt-VBR, bursty, etc.). Finally, we need to explore the multicasting capabilities of the proposed switch architecture, as well as potential extensions to IP-over-ATM switching.

## References

[1] H. Ahmadi and W.E. Denzel, "A Survey of Modern High-Performance Switching Techniques," IEEE J. Selected Areas Commun., vol.7, no.7, pp.10911103, Sep. 1989.
[2] J. Beetem, M. Denneau and D. Weingarten, "The GF11 supercomputer," Proc. of the 12th Annual Int. Symposium on Computer Architecture, pp.108-115, June 1985.
[3] V.E. Beneš, Mathematical Theory of Connecting Networks and Telephone Traffic, Academic Press, New York, 1965.
[4] S. Chalasani and A. Varma, "Efficient time-slot assignment algorithms for SS/TDMA Systems with variable bandwidth beams," IEEE Trans Commun., vol. 42, no. 2/3/4, part II of 3 parts, pp. 1359-1370, Feb/Mar/Apr 1994.
[5] T.M. Chen and S.S. Liu, ATM Switching Systems, Artech House Inc., ch. 5-10, pp. 81-233, 1995.
[6] C. Clos, "A study of non-blocking switching networks," Bell Syst. Tech.J., pp.406-424, March 1953.
[7] P. Coppo, M. D'Ambrosio and R. Melen, "Optimal Cost/Performance Design of ATM Switches," IEEE Transactions on Networking, vol. 1, no. 5, Oct. 1993, pp. 566-575.
[8] P. Feldman, J. Friedman and N. Pippenger, "NonBlocking Networks," Proc. STOC 1986, pp. 247-254, May 1986.
[9] F.K. Hwang, "Control Algorithms for Rearrangeable Clos Networks,' IEEE Trans. Commun., COM-31(8), pp. 952-954, 1983.
[10] F.K. Hwang and A. Jajszczyk, "On nonblocking multiconnection networks," IEEE Trans. Commun. COM34, pp.1038-1041, 1986.
[11] A. Jajszczyk and G. Jekel, "A New Concept - Repackable Networks," IEEE Trans. Commun., vol. 41, no. 8, pp. 1232-1237, August 1993.
[12] S.K. Konakondla, "Design, Simulation and Performance Analysis of a Shared Memory ATM Switch for B-ISDN networks," tech. rep., Cleveland State University, Cleveland, OH 1994.
[13] D.M. Koppelman, "A self-routing permutation network, a classification of all three-stage networks, some other permutation network designs and performance bounds," Ph.D. Thesis, Rensselaer Polytechnic Institute, 1988.
[14] J.-Y. Le Boudec, "The Asynchronous Transfer Mode: a tutorial," Computer Networks and ISDN Systems, 24 (1992), pp.279-309.


Figure 13: Latency distribution for a $256 \times 512$ and a $512 \times 512$ switch.
[15] F.K. Liotopoulos, "Simulator-Assisted Performance Evaluation of a High-Capacity 3-Stage Clos Network, used for Broadband ATM Switching," Proc. 3rd IEEE Symposium on the Planning and Design of Broadband Networks, Quebec, Canada, October 1998.
[16] F.K. Liotopoulos, "A Modular, 160 Gbps ATM Switch Architecture for Multimedia Networking Support, based on a 3-Stage Clos Network," Proc. 16th Int'l Teletraffic Congress, Edinburgh, UK, June 1999.
[17] F.K. Liotopoulos and S. Chalasani, "SemiRearrangeably Nonblocking Operation of Clos Networks in the Multirate Environment," IEEE Trans on Networking, vol.4, no.2, pp.281-291, April 1996.
[18] F.K. Liotopoulos and S. Chalasani, "Rearrangeably Nonblocking Operation of 3-Stage Clos Networks in the Multirate Environment," submitted to IEEE Trans. on Communications.
[19] F.K. Liotopoulos and S. Chalasani, "Strictly Nonblocking Operation of 3-Stage Clos Networks," Performance Modelling and Evaluation of ATM Networks, vol.2, edited by D.D.Kouvatsos, published by Chapman \& Hall, London 1996.
[20] G.M. Masson and B.W. Jordan, "Realization of multiple connection assignment with asymmetrical multistage connection networks," Networks 2(3), 1972.
[21] S. Ohta, "A simple control algorithm for rearrangeable switching networks with time division multiplexed links," IEEE JSAC, vol. SAC-5, no. 8, pp. 1302-1308, Oct. 1987.
[22] R.O. Onvural, ATM networks: Performance Issues, Artech House, ch. 7, pp. 207-252, Boston 1994.
[23] T.G. Robertazzi, Performance evaluation of high speed switching fabrics and networks: ATM, B-ISDN and MAN technology, IEEE Press, New York 1993.
[24] A. Varma and S. Chalasani, "Asymmetrical Multiconnection Three-Stage Clos Networks," Networks, vol. 23, pp. 427-439, 1993.
[25] A. Varma, V. Sahai and R. Bryant, "Performance Evaluation of a High-Speed Switching System Based on the Fibre Channel Standard," Proc. of the 2nd Int. Symposium on High Performance Distributed Computing, 1993, pp. 144-151.

# Performance Analysis Of Pipelined Multistage Interconnection Networks 

R. Venkatesan, Yaser El-Sayed, Rajagopalan Thuppal and H. Sivakumar<br>Faculty of Engineering and Applied Science<br>Memorial University of Newfoundland, St. John's, NF<br>Canada, AlB 3X5<br>R. Thuppal is currently working with Fore Systems, Ottawa, Canada.<br>H. Sivakumar is currently with University of Illinois, Chicago, also is working for IBM, Canada.<br>E-mail: \{venky,yaser\}@engr.mun.ca, rthuppal@fore.com, sharinat@eecs.uic.edu

Keywords: Broadband communications, Discrete simulation, Monte-Carlo simulation, Performance analysis.

Edited by: Mohsen Guizani
Received: January 17, 1999
Revised: June 16, 1999
Accepted: September 2, 1999
Pipelined multistage interconnection networks have been shown to exhibit excellent performance with low buffer requirements to combat internal and output blocking. Their characteristics are suitable for switch fabrics in broadband communication networks. Furthermore, their implementation is feasible using current VLSI technologies. In this paper we present the performance analyses of multistage interconnection networks and pipelined multistage interconnection networks. We also present the effects of the buffer size on the performance of pipelined multistage interconnection networks based on banyan as well as balanced gamma networks by decoupling the issues of output queueing from both internal and output blocking. Performance analyses with finite input and finite output buffers are investigated under traffic patterns created using mixes of uniform random traffic and bursty traffic; $20 \%$ of the total cells generated are assigned high priority in each simulation experiment. These traffic patterns are closer to the realistic traffic in broadband communication networks than permutation traffic or pure uniform random traffic. The results obtained demonstrate that output queuing is an architecture independent problem.

## 1 Introduction

Switching systems in broadband communication systems are network elements that support functions that include data transport, connection admission control, and network management. Apart from operating at very high speeds, switches deployed in such fast transmission environments should be able to handle the flood of data arriving at their input ports. The results in this paper are applicable to switches in broadband communication systems regardless of the protocol used for the following two reasons. Firstly, in the Internet protocol (IP) or fast Ethernet where packets potentially have variable sizes, the packets can be broken down into equal sized packets similar to the cells in the ATM protocol. Secondly, the switching architecture we are proposing does not adopt any internal buffering strategy, therefore; any traffic can be switched through this architecture as long as the packets used have the same packet size.

Over the past few years, several architectures (Tobagi 1990) have been proposed for ATM switching and many of these are based on multistage interconnection networks (MINs). MINs have many desirable features such as selfrouting, low complexity, modularity and suitability for VLSI implementation. MINs are internally blocking with cells contending over the same internal links, even if they are destined to different output ports. Furthermore, when multiple cells request the same output port at the same time,
output blocking results. Blocking severely degrades the throughput performance of MINs. To improve the throughput performance, many solutions have been proposed. The effects of internal blocking can be minimized by providing internal buffers or by providing input buffers and incorporating backpressure mechanism. The former solution is expensive, plus it leads to out of sequence receipt of cells in multipath networks, and so the latter solution is preferred in broadband communication networks. Output blocking can be contained by choosing a MIN architecture capable of accepting multiple cells at each output line at each cycle. Such MINs along with input buffers and backpressure mechanism would be capable of overcoming the drop in performance due to internal blocking as well as output blocking. Input buffered switch architectures suffer from Head Of Line (HOL) blocking, in which the temporarily untransmissible cell at the head of the buffers impedes the transmission of cells behind it, and reduce the effective switch throughput. However, if the unbuffered MIN possesses very high throughput (for example, better than $99 \%$ ), then HOL blocking would not be significant most of the times. The MIN architectures reported in this paper come under this category.
When the incoming traffic is more bursty, the output buffer needs to be larger to prevent buffer overflow. This problem, which we refer to as output queuing problem, is a classical queuing theory issue. When we consider switch
fabrics that are feasible to implement, we note that switches which display throughput performances closer to the ideal switch suffer more severely from the output queuing problem, as more cells arrive at the output buffers in each cycle. However, if we consider only those switch fabrics which possess very high throughputs, that is only those which route nearly every incoming cell to the output buffer without loss or delay, we can conclude that the output queuing problem is independent of the architecture employed in constructing these switch fabrics.

As we will discuss in this paper, it is possible to design switch fabrics which overcome the internal blocking and output blocking to a large extent. However, the loss of performance in switch fabrics due to output queuing problem is considerably more pronounced than other performance degradation factors such as internal or output blocking, especially if the incoming traffic is bursty. We could incorporate backpressure mechanism to prevent cell loss due to output buffer overflow. However, this solution causes the problem to be transferred to the input buffers making it worse, as the HOL effect causes further performance degradation. If no backpressure mechanism is provided, the switch operates in queue loss mode, where cells are dropped when overflow occurs. Thus, the combination of input and output buffering is essential in a switch. We demonstrate in this paper that the input buffer size can be chosen so that internal blocking and output blocking problems are overcome, and the output buffer size can be selected to limit the effects of the output queuing.

Many existing switch fabrics have only a few (8 or 16 or 32) input/output lines, and they employ huge amounts of internal and input buffering, apart from having large output buffers. Buffers are expensive not only in terms of the hardware required, but one has to consider the amount of delay and delay variance they cause. Furthermore, the switch architecture would be unscalable if large buffers are employed. That is, we will not be able to build switches with more input/output lines using the same architectures and larger buffers, as the HOL blocking would become prohibitively significant. We show in this paper that, while it is not possible to reduce the size of the output buffer, using proper selection of the basic MIN we can eliminate internal buffers and minimize the amount of input buffers required. We believe that the basic structure of the switch fabric should be a multipath MIN, and the output buffers at each output line should be capable of accepting all cells which reach the output stage of the MIN. This ensures that there is very low internal blocking and virtually no output blocking. A major reason to avoid internal buffers is that the actual data transfer can be effected in a circuit switched fashion. This can be accomplished by adopting a two-phase routing algorithm as in any switch fabric employing backpressure mechanism. In the first phase, termed reservation phase, only a few of the header bits (we term these pilots) of all cells at the head of the input buffer at each input line are transmitted through the network. The SEs are set in appropriate configurations based on the acknowledgment re-
ceived. The cells corresponding to only those pilots which are positively acknowledged are transmitted in a pipelined and circuit switched fashion in the second phase. Such rapid transfer of cells would not be possible if the switch has internal buffers.

In Section 2 of this paper we briefly introduce the balanced gamma (BG) network and compare its performance with two other MINs, namely the 2-replicated 2-dilated banyan (R2D2) and Batcher- banyan networks. We employ neither backpressure nor buffering while performing this comparison. The reason is that we want to study the internal and output blocking behavior of the BG network compared to the other two networks without using any performance enhancing mechanisms. The comparison is conducted using uniform and non-uniform traffic loads. In Section 3, we investigate the buffer requirements of the BG network and the banyan network when implemented in a pipelined fashion. We extend the study provided in (Wong \& Yeung 1992) to estimate the output buffer requirements for the pipelined networks. In addition, we estimate the buffer size not only under uniform traffic load, but also with realistic traffic mixes composed of both uniform random traffic and bursty traffic. Additionally, 20\% of the cells generated in these mixes are assigned higher priority over the other generated cells to demonstrate the capability of the networks to handle priority traffic. We present concluding discussions in Section 4.

This work was supported partly by a Research Grant from NSERC. Parts of this work were presented in INFOCOM'92, CCECE'96 and SPECTS'98.

## 2 BG, BB AND R2D2 Networks

In this section, we compare the performance of three candidate MINs, namely BG, BB and R2D2 networks. The BG network is a multipath MIN. An $N \times N$ BG network, with $N$ inputs and $N$ outputs, consists of $n$ stages ( $n=\log _{2} N$ ). The first stage has $1 \times 4$ switching elements (SEs). Each of the following $n-1$ stages has $4 \times 4$ crossbar SEs. The last stage is connected to the output buffers. Each stage has $N$ SEs numbered from 0 to $N-1$. An $8 \times 8 \mathrm{BG}$ is shown in Figure 1. The $i^{t h}$ SE in the $j^{t h}$ stage is connected to SEs $i,\left(i+2^{j}\right) \bmod N,\left(i-2^{j}\right) \bmod N$, and $\left(i+2^{j+1}\right) \bmod N$ in the $(j+1)^{t h}$ stage. Links connecting the last stage SEs and output buffers follow the same pattern. Output link 0 and output link 2 are called regular links, whereas, output link 1 and output link 3 are called alternate links. The reason is that in any SE output, the cells arriving at the SE input links first target regular links. The BG network uses the reverse destination tag routing scheme. The routing tag bits for a cell, which needs to be routed from source $S$ to destination $D$, is $D$ in binary. The SEs interpret the routing tag in the reverse order, i.e., switching in the first stage (stage 0 ) is based on the least significant bit of $D$. In any SE, if the tag bit is 0 (1), then the cell is directed to one of the top (bottom) two output links. Accordingly, cells are dropped from


Figure 1: An $8 \times 8$ BG network.
any of the SEs only when more than two cells having the same routing bit arrive at the input of an SE. In Figure 1, the routing path from source 3 to destination 6 is shown in thick line. Further discussions on topology, fault tolerance and reliability of the BG network can be found in (El Sayed et al. 1999). We point out that the high throughput of this network is derived from the fact that alternative paths are available at every stage. We believe such judicious deployment of hardware resources is superior to adding numerous buffers to an inherently inefficient network to improve its performance. The performance would obviously improve further if we choose a MIN built using larger basic blocks, for example with $6 \times 6$ or $8 \times 8$ SEs. However, we find that the improvement in performance is not commensurate with the additional hardware complexity.

The second candidate is the BB network. In the BB network, a Batcher network first sorts the incoming cells in an ascending order. The sorted cells are handed to a banyan network after perfectly shuffling them. The hardware complexity of the Batcher network is quite high: there are $\frac{N}{2}\left(\frac{\log _{2} N+1}{2} \log _{2} N\right)$ sorting elements and $\frac{N}{2} \log _{2} N$ SEs. The implication is that they are more popular in the research community than for commercial applications (Lindberg 1994). Furthermore, however, this network has captured the imagination of several people, as the Batcherbanyan combination is known to be non-blocking. We should remember that this combination is non-blocking only if there are nonrepeated destination addresses, that is, if the incoming traffic is of permutation type. As it is well recognized that the anticipated traffic in an broadband communication network is bursty, a Batcher-banyan network is only of academic interest. Nevertheless, we have chosen to include the BB network in our study as many researchers employ this as the reference network for per-
formance comparison. Also, the BB is identical to crossbar from the standpoint of performance.

The last candidate is the R2D2 network, which has a hardware complexity comparable to that of a BG network; hence the choice of the R2D2 network in our study. The topology of the R2D2 network is the same as the parallel banyan network (Itoh 1991). However, each input link (consequently each output link) of an SE is dilated by a factor of 2 , i.e. each $2 \times 2 \mathrm{SE}$, which is the building block of the banyan network, is replaced by a $4 \times 4 \mathrm{SE}$. As in the case of the BG network, in R2D2 network too, a maximum of 4 cells can be accepted at each output port in any switching cycle.

To obtain a good insight into of the effects of internal and output blocking, no buffering schemes nor backpressure mechanism is employed within these candidates when we study their performance in this section. An infinite output buffering is assumed to eliminate the effects of output queuing.

### 2.1 Uniform Traffic Patterns

When voice, video, data and other payloads are carried in an integrated network, we can anticipate a complex traffic pattern. Although it may not be possible to exactly forecast and simulate realistic traffic patterns, study of MINs under certain easily synthesizable traffic patterns may help in understanding their performance under realistic traffic patterns.

We present below results obtained using a simulation software (in $\mathrm{C}++$ ) developed at Memorial University of Newfoundland. The choice of a random number generator (RNG) is crucial for any Monte Carlo simulation. For the simulation of performance evaluation of MINs, an RNG is used to generate active cells, select destination for the cells, and assign priority based on a predefined probability. For this application an RNG, which has uniform distribution of numbers and long period is required. A newly reported algorithm called Mersenne Twister (Matsumoto \& Nishimura 1998) for random number generation, which provides a period of $2^{19937}-1$ and 623 -dimensional equidistribution up to 32 -bits accuracy, consuming a working area of 624 words, is used. The choice of the initial seed has no impact on any of these properties, which is an added advantage of using this generator.

## Permutation Traffic

The permutation traffic pattern refers to the case where the output ports requested by cells arriving to the switch in the same time slot are distinct from one another. It is referred to as permutation traffic because, at full load (that is, when we have one cell arriving at each input line of the switch at each cycle), the list of requested destinations ordered by cells at the input lines forms a permutation of the set $(0,1, \ldots, N-1)$. In the case of permutation traffic, at full load, only one cell is destined to each destination. Accordingly, cells will be lost only


Figure 2: Throughput performance of MINs under permutation traffic.
due to internal blocking in the network and not due to output contention at a particular destination. Furthermore, if the departure rate of cells from the switch fabric onto the channel is 1 , then there will be no output queuing problem either. To summarize, the permutation traffic can be considered, to a large extent, as a vehicle to demonstrate the internal blocking within MINs.

Both the banyan and the R2D2 networks do not have $100 \%$ throughput under permutation traffic patterns because they do not have non-conflicting paths for certain combinations of permutation traffic. Hence both of them are blocking networks under permutation traffic. In the BB network, it has been showed that non-conflicting paths exist between each source and destination and hence the throughput of the BB network is always 1 under permutation traffic pattern (Hui 1990). Therefore, BB network is a totally nonblocking network under permutation traffic.

In the BG network, due to the connection pattern, stage 0 and stage 1 of the BG network are nonblocking for any kind of traffic. Under permutation traffic, stage $(n-1)$ and stage ( $n-2$ ) are also nonblocking. Hence an $N \times N$ BG network is nonblocking under permutation traffic, iff $N \leq 16$ (Sivakumar 1996). Figure 2 shows the simulation results of the performance of the BB , the BG , and the R2D2 networks under permutation traffic at full load. The results in Figure 2 verify the facts discussed above.

## Uniform Random Traffic

The uniform random traffic pattern refers to the case where each output port has an equal probability of being requested by cells arriving at the input ports. As destination addresses can be repeated, it is referred to as uniform random traffic. Even though the uniform random traffic does not properly describe the real traffic, it is a more realistic traffic pattern when compared to the permutation traffic pattern. Performance of MINs used in multiprocessor interconnections and in switch fabrics of broadband packet switching architectures is usually studied under uniform random traffic. It is a much simpler traffic pattern to be


Figure 3: Throughput performance of MINs under uniform random traffic - $50 \%$ load.


Figure 4: Throughput performance of MINs under uniform random traffic - 70\% load.
analytically modeled as compared to the non-uniform traffic types. Therefore, analytical performance results obtained using uniform random traffic pattern are used to validate the software simulating packages. Figure 3, Figure 4, and Figure 5 show the performance of the three MNS under uniform random traffic of $50 \%$ load, $70 \%$ load, and full load, respectively. It can be clearly seen from the above figures that the throughput of the BG network is considerably better than that of the R2D2 and the BB networks under various percentage loads of uniform random traffic. Furthermore, we note that the BG network has a considerably better performance compared to the BB network under heavy traffic loads. Next, we present an approximate analysis of an $N \times N$ BG network. Let the probability of an output regular link at stage $i$ carrying a cell is denoted by $x_{r, i}(1)$, and $x_{r, i}(0)$ denotes the probability that the output regular link does not carry a cell. Similarly, $x_{a, i}(1)\left(x_{a, i}(0)\right)$ refers to the probability that an alternate link at stage $i$ carries (does not carry) a cell. We know that $x_{r, 0}(0)=x_{r, 0}(1)=0.5$; $x_{a, 0}(0)=x_{a, 0}(1)=0$; for uniform arrival at full load.


Figure 5: Throughput performance of MINs under uniform random traffic- full load.

The following recursive equations can be derived:

$$
\begin{align*}
x_{r, i}(0)= & x_{r, i-1}^{2}(0) x_{a, i-1}^{2}(0)+x_{r, i-1}^{2}(0) x_{a, i-1}(0) \\
& x_{a, i-1}(1)+x_{r, i-1}(0) x_{r, i-1}(1) x_{a, i-1}^{2}(0) \\
& +\frac{1}{4} x_{r, i-1}^{2}(1) x_{a, i-1}^{2}(0)+\frac{1}{4} x_{r, i-1}^{2}(0) \\
& x_{a, i-1}^{2}(1)+x_{r, i-1}(0) x_{r, i-1}(1) x_{a, i-1}(0) \\
& x_{a, i-1}(1)+\frac{1}{4} x_{r, i-1}^{2}(1) x_{a, i-1}(0) \\
& x_{a, i-1}(1)+\frac{1}{4} x_{r, i-1}(0) x_{r, i-1}(1) \\
& x_{a, i-1}^{2}(1)+\frac{1}{16} x_{r, i-1}^{2}(1) x_{a, i-1}^{2}(1),  \tag{1}\\
& x_{r, i}(1)=1-x_{r, i}(0),  \tag{2}\\
x_{a, i}(1)= & \frac{1}{4} x_{r, i-1}^{2}(1) x_{a, i-1}^{2}(0)+\frac{1}{4} x_{r, i-1}^{2}(0) \\
& x_{a, i-1}^{2}(1)+x_{r, i-1}(0) x_{r, i-1}(1) x_{a, i-1}(0) \\
& x_{a, i-1}(1)+x_{r, i-1}^{2}(1) x_{a, i-1}(0) x_{a, i-1}(1) \\
& +x_{r, i-1}(0) x_{r, i-1}(1) x_{a, i-1}^{2}(1) \\
& +\frac{11}{16} x_{r, i-1}^{2}(1) x_{a, i-1}^{2}(1),  \tag{3}\\
& x_{a, i}(0)=1-x_{a, i}(1) . \tag{4}
\end{align*}
$$

When we assume that there exists a mechanism to accept up to 4 cells in a cycle then an approximate expression for the network throughput ( $T P$ ) can be given by:

$$
\begin{equation*}
T P=2 x_{r, i}(1)+2 x_{a, i}(1) . \tag{5}
\end{equation*}
$$

The results of this analysis are shown in Figure 6. The results suggest that the analytical model is more optimistic than simulation. However, even for large networks the discrepancy is less than $2 \%$. We have further validated our simulator by reproducing results reported by other researchers.


Figure 6: Performance analysis of the BG networkanalytical and simulation results under full load.

### 2.2 Non - Uniform Traffic Patterns

The type of traffic expected in B-ISDN is likely not of the uniform traffic types discussed in Section 2.1. Considerable research is underway to determine a traffic model that would accurately characterize the anticipated ATM traffic. Since it is quite difficult to simulate and analyze the exact traffic expected in B-ISDN, researchers have come up with certain tractable non-uniform traffic types. Studying the performance of MINs under the non-uniform traffic patterns could give a reasonably good appreciation of the performance of the MINs under real traffic. The following sections explain these traffic types and provide simulation results for the performance of the three MINs under these traffic types.

## Hotspot Traffic

Hotspot traffic (Scott \& Sohi 1990; Badran \& Mouftah 1990) is defined as the traffic type in which one or more nodes of the switch fabric, or of the destinations receive a given percentage of the incoming cells. The rest of the incoming traffic follows the uniform random pattern. These nodes or destinations are referred to as hot spots. It is difficult to model hotspots at nodes within the switch fabrics and hence performance study of MINs under hotspot destinations was carried out. Such hotspot traffic is also referred to as output-concentration traffic (Tobagi et al. 1991). Figure 6 gives the performance of MINs under $10 \%$ hotspot traffic with a probability of cell arrival at inputs equal to one. This indicates that $10 \%$ of the incoming traffic is destined to a particular output. Performance of the BG network is better than the BB network and the R2D2 network in the case of the hotspot traffic. Figure 8 gives the performance of the BG network under varying degrees of hotspots. Performance of the BG network under uniform random traffic is also provided for comparison. It is clearly seen that the throughput of the BG network drops down considerably with the increase in the percentage of hotspot load. This is to be expected in any realizable network.


Figure 7: Throughput performance of MINs under 10\% hotspot traffic.


Figure 8: Throughput performance of the BG network for varying hotspot traffic loads.


Figure 9: Throughput performance of BG network under varying loads of bursty traffic.

## Bursty traffic

Bursty traffic is a traffic type in which the inputs of the switch fabric receive sudden bursts of packets (Ahmadi 1990; Badran \& Mouftah 1990). The On-Off model is the least complex and the most widely used to model bursty sources in simulation. The On-Off model can describe most of the existing sources with a reasonable accuracy (Stamoulis et al. 1994). The model assumes that the source generates cells in a bursty manner: one active period (On period) followed by an idle one (Off period). The lengths of On and Off periods are independently evaluated from two geometric distributions given by (Banks et al. 1996):

$$
\begin{equation*}
L=1+\left\lceil\frac{\ln (1-R)}{\ln (1-p)}-1\right\rceil \tag{6}
\end{equation*}
$$

where $L$ is the period length in cells, $0 \leq R \leq 1$ is the random number generated, and $0<p \leq 1$ is inverse of the average period length in cells. The cells arriving at each input line in a burst are destined to the same output line. This output is selected randomly.

Simulation results of the performance of the BG networks for different bursty traffic loads $p$, and a mean burst length equal to 5 cells/burst, are shown in Figure 9. The performance of the BG network under full load of uniform random traffic is also provided in Figure 9. It can be seen that the throughput of the BG network increases with a decrease in the probability of the bursty traffic but does not vary much between probabilities of 0.5 and 0.8 . The throughput under $100 \%$ bursty traffic is slightly less than that under the uniform random traffic. The reason is some output ports, under bursty load, would be busy for longer periods as they are serving multiple bursts generated by some inputs ports. Later we will show how the performance degrades as the burst length increases. Note that the uniform random traffic is a special case of bursty traffic where the burst length is equal to one. The performance of the BG networks under bursty traffic at full load, with the same burst length used above, is compared with


Figure 10: Performance analysis of the three MINs under Full Load of bursty traffic.


Figure 11: Throughput performance of a $32 \times 32 \mathrm{BG}$ network under varying burst lengths of bursty traffic.
the performances of the BB and R2D2 networks in Figure 10. It can be seen that the BG network features a better performance as compared to the BB and the R2D2 networks.

The throughput performance of a $32 \times 32 \mathrm{BG}$ network under full load for varying mean burst lengths is shown in Figure 11. The performance of the BG network decreases with increase in the burst length.

The performance results reported above are quite high, but they still do not meet the requirements in a broadband communication network. A straightforward solution to improve performance of MINs is to employ buffering. Buffers can be used at the main inputs and the main outputs or within the SEs themselves. Besides buffering, other solutions such as replication and dilation (as in R2D2 network), pipelining, speedup, incorporation of backpressure mechanism and cascaded (or tandem) networks, can be used.

## 3 Pipelined MINs

Several switch architectures have been proposed to build fast and efficient fast packet switching networks. Some ex-


Figure 12: Block diagram of a pipelined architecture.
amples are: enhanced crossbar (Tobagi 1990; Mckeown et al. 1997), Tandem banyan (Tobagi 1991), speeded up banyan (Awdeh \& Mouftah 1994), nonblocking Batcherbanyan (Giacopelli et al. 1991), Plane Interconnected Parallel Network (PIPN) (Oktug \& Caglayan 1997), Parallel Tree banyan network (Al-Mohamed personal communication), and pipelined MNs. All these structures employ output buffers, and many employ input buffers as well. The number of banyan networks required for Tandem banyan and PIPN to achieve a cell loss probability of $10^{-9}$ is quite high. Furthermore, the cells in these two architectures are prone to variable cell delays and loss of sequence, which is undesirable for ATM traffic. The parallel tree banyan arrangement is very hardware intensive and it is difficult to implement this network using two-dimensional VLSI technology. The speeded up banyan network employs time redundancy to achieve an acceptable high performance, whereas pipelining employs hardware redundancy to attain the same. The implementation of pipelined MINs is therefore simpler in terms of operating speed. BB networks have, as we mentioned earlier, a high hardware complexity and are nonblocking only under permutation traffic. The performance of BB networks degrades more sharply than pipelined MINs under realistic traffic loads. If we exclude PIPN and pipeline structures, none of these architectures has inherent fault tolerance or a high reliability. The number of input buffers required to achieve a low cell loss probability is high for these networks. Pipelined MINs offer a good trade-off between performance and hardware complexity. The pipelined MINs have acceptably low hardware complexity, sequential cell delivery and a low cell delay, and can produce a very high throughput using few buffers to achieve acceptable cell loss probability.

The concept of pipelined MINs was first introduced in (Wong \& Yeung 1992) based on a Banyan network. Figure 12 depicts a block diagram of a pipelined architecture. The control plane and each of the data planes are based on the same MIN. The input control circuitry consists of a buffer at each input line, and a set of input port controllers (IPCs), which are responsible for distributing the cells stored in the input buffers among the data planes. The control plane is used to switch only a few bits that represent relevant header

| Load | Bursty | URT |
| :---: | :---: | :---: |
| 0.20 | 0.10 | 0.10 |
| 0.30 | 0.10 | 0.20 |
| 0.50 | 0.20 | 0.30 |
| 0.70 | 0.20 | 0.50 |
| 0.80 | 0.20 | 0.60 |
| 0.90 | 0.20 | 0.70 |

Table 1: Traffic mixes under consideration
information contained in the cell header; we refer to these bits as pilots in the introduction. They are formed by the IPCs. The control plane transfers the routing configuration to the data planes, which transmit the whole cell in a pipelined and circuit-switched fashion. The output ports have buffer queues for each output line. An output port accepts all cells that arrive in the same switching cycle if there is room in its output buffer queue. Each cycle is divided into reservation slots and one data plane is selected on a round robin basis in each reservation slot. During a reservation slot, the IPC writes a copy of the cell into the transmit register of the selected data plane. The control plane sends 1 bit acknowledgement signal to each input, notifying the IPCs whether a cell is successfully routed or not. On receiving a positive acknowledgment signal, the IPC transmits the cell through the data plane to the output and keeps the negatively acknowledged cells for the next reservation slot, i.e. a backpressure mechanism is adopted. Further discussions about the design and operation of pipelined structures can be found in (Wong \& Yeung 1995; Venkatesan et al. 1997).

As we mentioned above, the first pipeline structure proposed was based on banyan topology. In (Wong \& Yeung 1995), analytical modeling, verified by simulation, was used to study the performance of the pipelined banyan network (PBN) under uniform random traffic load. The number of data planes and the size of each input buffer queue were determined under the assumption of infinite output buffering. In this section we extend the study to estimate the output buffering requirements. Also we further investigate the buffering requirements under some realistic traffic mixes of both uniform random and bursty traffic loads. These traffic mixes are shown in Table 1. The bursty traffic used in these mixes has the same properties of the bursty traffic we previously used. We will limit our simulations to network size of $256 \times 256$ and always obtaining a cell loss probability of $10^{-9}$. In addition, we give $20 \%$ of the total generated cells during any of the simulation trials higher priority than other generated cells because in real ATM traffic it is expected to have two level priority cells. However, we discovered that the inclusion of these high priority cells did not result in a significance change in our simulations for both PBGN and PBN, therefore, we limit our discussion to simulation experiments that include high priority cells. Our procedure starts by estimating the required number of data planes for each traffic load under


Figure 13: Number of planes required by PBN and PBGN under different loads.
the assumption of infinite input and infinite output buffers. Then we try to evaluate the input buffer requirements under the assumption of infinite output buffering using the same number of data planes we previously evaluated. Finally, we evaluate the output buffer requirements, using the number of data planes and the input buffer size estimated in the last two steps, by introducing the output queuing effect by setting the consumption rate of any of the output links to 1 . That way no more than one cell can leave any of the output queues in a switching cycle.

## Infinite Output Buffers

We first evaluate the number of the data planes assuming infinite input and infinite output buffers. From Figure 13 we can deduce that one data plane of the PBGN is sufficient to get the desired cell loss probability for most of the uniform traffic loads and traffic mixes given in Table 1. The PBGN requires one data plane while PBN requires 4 data planes for a traffic load above $80 \%$ to obtain the desired $10^{-9}$ cell loss probability. Two data planes would be required for the PBGN if the traffic load is above $90 \%$. Figure 14 depicts the input buffer requirements for both PBGN and PBN using the number of data planes estimated in Figure 13. Obviously, the buffer requirements for traffic mixes are higher than those for plain uniform random traffic. This signifies the impact of the bursty traffic on the performance of switch fabrics. The dips in the input buffer requirements of the PBN in Figure 14 is due to using different numbers of data planes as we increase the load. For example, the input buffer requirements are almost the same for PBN when loaded with $70 \%$ uniform random traffic or $70 \%$ traffic mix because 3 data planes are used in the former case whereas 4 data planes are used in the latter case. For all subsequent simulation trials, only one data plane is used for the BG network.

## Finite Output Buffers

Earlier researchers (Patavina \& Bruzzi 1993; Awedh \& Mouftah 1994) did not decouple the issue of output queuing from the internal and output blocking effects.


Figure 14: Input buffer size under traffic loads reported in Figure 13.

In this section we study the effect of output queuing by limiting the output buffer size and the consumption rate to 1, i.e. at most only one cell leaves any of the output buffer queues in any switching cycle. In fact, practically, only one cell can leave an output queue in each switching cycle.

Figure 15 introduces the output buffering requirements for PBN and PBGN under uniform random traffic and traffic loads reported in Table 1. Inspection of Figures 15.a, $15 . \mathrm{b}$, and 14 shows that the input buffer size depends on the traffic and the switch architecture used, whereas the output buffer size depends on the traffic type used. Obviously, we see from Figure 15 that the output buffer requirements for both PBN and PBGN are almost the same when loaded with the same traffic. Moreover, this phenomenon are more apparent as the applied traffic load increases. The total number of buffers required is comparable to those reported in (Patavina \& Bruzzi 1993). For example, it was reported that a nonblocking network would require 32 input buffers and 73 output buffers under uniform traffic load of $90 \%$. In our simulations we have shown that a PBN requires about 16 input buffers and 75 output buffers while a PBGN requires about 18 input buffers and 75 output buffers. For this case the output buffer requirement is almost the same although fewer input buffers are required for the pipelined networks compared to the nonblocking network. For other cases the total buffers required is consistent with those reported in (Patavina \& Bruzzi 1993).

Figure 16 depicts the effect of the burst length on the buffer requirements of the network. The simulation trials were carried out under a load of $70 \%$, with same ratios of bursty and URT loads given in Table 1. The output buffer requirements jump significantly as the burst length increases. The reason is that the bursty loads intensify the output queuing problem. Accordingly, the output buffer size has to be increased to compensate the demands of these bursts. We have verified through simulation trials that the buffer requirements of the BG network are close to those of an ideal network.

(a)

(b)

Figure 15: Output buffering required under different traffic loads (a) PGN (b) PBGN.


Figure 16: Buffer requirements of a single plane $B G$ network under $70 \%$ mixed load.

## 4 Conclusion

We proposed reasons for the selection of multipath blocking MNs that possess high performance without any buffers in order to build large switch fabrics for integrated broadband switching network. We showed that it is possible to build switch fabrics that feature very low cell loss if we avoid using internal buffers. The BG network, built using $4 \times 4$ switching elements (SEs), meets these specifications.

We introduced the BG network and investigated its performance compared to other MINs. Firstly, we studied the network performance under uniform and non-uniform traffic loads without adopting either buffering or backpressure mechanisms. Except for the case of permutation traffic, the network was proved to be superior to the BB and R2D2 networks in terms of performance. This superiority is more significant as we increase the network size.
We discussed the basic ideas in pipelined MINs. The BG network was compared with banyan network when implemented in pipelined fashion. The issues of output queuing and blocking (internal and output) were decoupled and the sizes of the buffers were estimated for both PBN and PBGN to achieve a cell loss probability of $10^{-9}$ ). We concluded that the number of output buffers required is the same for different architectures as this depends only on the traffic type. The amount of input buffering required depends on the characteristics of the switch architecture employed as well as on the traffic. Consequently, the output queuing can be considered as an architecture independent problem. We have also demonstrated that a BG network with a control plane and a data plane can handle many types of traffic loads with fewer input buffers as long as the traffic load is less than $90 \%$. We are currently working on the VLSI realization of the BG network.
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#### Abstract

In addition to being well-dimensioned and cost-effective, a high-speed ATM network must pass some performance and robustness tests. We propose an approach to ATM network topology design that is driven by the performance of its routing protocol, PNNI. Towards this end, we define performance indicators based on the time and traffic required for the protocol to first enter and subsequently return to the metastable state of global synchrony, in which switch views are in concordance with physical reality. We argue that the benefits of high call admission rate and low setup latency are guaranteed by our indicators. We use the PNNI Routing and Simulation Toolkit (PRouST), to conduct simulations of PNNI networks, with the aim of discovering how topological characteristics such as the diameter, representation size, and geodesic structure of a network affect its performance.


## 1 Introduction

The size of operational ATM clouds continues to grow at an increasing pace. Both in anticipation of this changing scale, and to insure smooth inter-operation of these networks, the ATM Private Network-Network Interface standard (PNNI) was recently adopted (ATM Forum 1996). PNNI defines a set of protocols for hierarchical networks of ATM switches, and is designed to provide efficient and effective routing. In the long term, however, the degree to which PNNI succeeds in this regard will depend crucially on two factors:
First, because PNNI does not mandate specific policies for call admission, route selection, or topology aggregation, these aspects of the protocol remain "implementationspecific". Clearly the degree to which PNNI meets the challenges posed by tomorrow's ATM networks will depend significantly on the success of switch designers in devising effective algorithms for the admission and routing of connections, and for the aggregation of topology information.

Second, network designers must have the tools and information necessary to design ATM network topologies that are (i) capable of meeting anticipated traffic demands, and (ii) optimized for performance under PNNI. In this paper, we shall not address the first of these two issues, that of dimensioning networks to satisfy known costs and traffic demands. Our investigations begin at the point where a
network designer, having been given projected traffic profiles and switch/fiber specifications, has arrived at a set of candidate ATM network topologies which appear equally adequate. We argue that although two topologies may appear indistinguishable in terms of the mathematics of QoS requirements, the PNNI protocol exhibits significant differentiation in their performance. Understanding how the PNNI protocol affects network performance is a necessary first step to determining how the adoption of PNNI should affect ATM network design. In subsequent sections, we shall describe our simulation experiments and begin developing guidelines for ATM network topology design that take into consideration the specific nature of the PNNI protocol.

## 2 PNNI Performance Indicators

There are many candidate performance criteria for evaluating the relative merits of network topologies. Here we shall assume that topology design is motivated by increasing the ATM network's call admission rate and decreasing the average connection setup latency. Additionally, we desire. that the background traffic due to the PNNI protocol itself, should not be excessively high.

Setup Latency. In the absence of crankback, setup latency within a peergroup is seen to be linearly correlated with the number of hops in the selected path (Niehaus et
al. 1997) and thus may be estimated in the worst case by the network diameter. When crankbacks occur, each failed attempt at valid route selection contributes significant additional latency, required for backtracking to the entry border node, computing an alternate route and then re-traversing the peergroup along the new path. Reduction of setup latency thus requires minimizing the crankback frequency.

Crankbacks and Call Admission Rate. Recent results on PNNI aggregation schemes [2,4] indicate that ATM call admission rate and crankback frequency is directly proportional to the "distortion" present in switches' views of the network. In particular, the experimental data presented in (Awerbuch et al. 1998) confirms the intuition that when a switch has inaccurate (e.g. outdated) views of network topology and metric information, this increases the likelihood that calls entering the peergroup at that switch will be assigned sub-optimal routes. A larger discrepancy between a switch's local information and the underlying reality of the network's state, results in a larger fraction of calls originating at the switch being rejected en-route, hence undergoing crankbacks (and possibly even unwarranted rejection at the source).

Thus, beyond the problem of dimensioning, selecting topologies that will yield high ATM call admission rates and low average setup latency requires that one be able to characterize which topologies minimize the divergence in switches' views.

### 2.1 Our Approach

Local synchrony. We define local synchrony of a peergroup to be the state where every switch in the peergroup has knowledge of the same set of PNNI Topology State Elements (PTSEs). It follows from the logic of the PNNI NodePeer finite state machine, that if a peergroup reaches local synchrony, then all member switches agree about the topology metrics describing their peergroup. Within a PNNI peergroup, each member switch is responsible for originating and flooding accurate information about its internal state and the resource availabilities on its incident links. Thus, modulo any loss due to aggregation schemes, local synchrony may be interpreted as a state in which all members of the peergroup are in agreement not only amongst themselves, but also with the underlying reality of the peergroup's state.

Global synchrony. We define global synchrony of a connected ATM network to be the state where every peergroup at every level has reached local synchrony, and the PNNI network hierarchy has reached a unique apex. Admittedly, the notion of global synchrony is "artificial" in the sense that it may be rarely achieved in real dynamic networks where connections are constantly arriving and departing. However, in a simulated network this state is attainable, and we shall use it to probe the rate of PNNI information propagation.

When a switched virtual circuit (SVC) is established in an ATM network, bandwidth availability is altered for links
that the SVC traverses. Assuming this change is significant, updated information is re-originated and flooded by each switch incident to the affected links. If the network had reached global synchrony prior to the SVC setup request, these re-originations cause the network to fall out of a state of global synchrony for a brief time, until the new information has reached every node. This naturally leads us to consider:

- Resynchronization time: Average time required for the network
to return to global synchrony, after a single, isolated, random SVC setup.
- Resynchronization traffic: Average PNNI traffic required for the network
to return to global synchrony, after a single, isolated, random SVC setup.
The basic "trial" involved in measuring the above resynchronization parameters is as follows: allow the network to reach global synchrony, then inject a connection request between randomly chosen source and destination nodes and measure the time required and bytes transmitted before the network returns to a state of global synchrony. By repeating this trial a large number of times, we obtain an average value, which we call the resynchronization time.

To illustrate the importance of resynchronization time, let us consider two extreme scenarios. First, consider a network where the average time between SVC requests (i.e. 1/ SVC arrival rate) is much higher than the network resynchronization time. In this situation, changes in bandwidth availability induced by an SVC setup will, on average, have time to flood to all other switches in the network prior to the arrival of the next SVC setup request. Thus, routing decisions for each SVC will, on average, be made according to completely accurate information at the originating switch. If an SVC setup is rejected or experiences unacceptably high latency, this undesirable behavior is attributable solely to inadequate dimensioning of the network, because there is no legitimate way to fulfill the request.

In contrast, consider a network where the average time between SVC requests is much lower than the network resynchronization time. In this situation, changes in bandwidth availability induced by an SVC setup have not yet propagated to many switches in the network by the time the next SVC setup request arrives. Thus, the routing decision for an SVC is likely to be made according to stale information. The extent to which the information is stale is determined by the extent to which network resynchronization time exceeds average inter-SVC arrival time. If an SVC setup is rejected or experiences unacceptably high latency, this undesirable behavior may be due to inadequate dimensioning of the network or it may be due to suboptimal routes and unwarranted rejections induced by inaccurate information at the switches.

Major changes in network topology, such as network partitioning due to link/node failure, or re-merging of components upon subsequent recovery, will cause the PNNI
hierarchy to undergo severe restructuring. We define the boot parameters below to be indicators of the time and traffic required to reinstate consistent routing information after such catastrophic changes.

- Boot time: Time at which the network first reaches global synchrony.
- Boot traffic: PNNI traffic required for the network to reach
global synchrony for the first time.
We take the parameters above as a worst-case estimate of the time and traffic resources required to return to global synchrony. By comparison, the resynchronization parameters described earlier aim to measure the same quantities for the average case, i.e. during normal (stable) operation of the network.

We contend that a network designer, given two topologies that are equivalent with regards to meeting anticipated QoS requirements, must take into consideration their resynchronization and boot times. In particular, reducing these two quantities increases the fraction of time that the network spends in a state of global synchrony. At the same time, the designer must keep a watchful eye on the Boot traffic and Resynchronization traffic to make sure that not too much of the network bandwidth is being expended by PNNI itself.

One way in which the designer might determine the values of the four parameters mentioned above is to take physical measurements of them on two live networks, each configured in the appropriate topology. But this would be difficult to do accurately because of the inherent problems in distributed measurement, and moreover it would completely defeat the intention of design before implementation! Alternately, one could simulate the candidate PNNI networks to determine both time and traffic for boot and resynchronization; we follow this latter approach here.

## 3 Experiments

### 3.1 The Simulation Environment

Our simulation experiments were carried out using the PNNI Routing and Simulation Toolkit (PRouST), which was developed by the Signaling Group at the Naval Research Laboratory's Center for Computational Sciences. PRouST is a faithful and complete implementation of version 1.0 of the PNNI standard and can be used both to simulate large networks of ATM switches as well as to emulate live ATM switch stacks. In particular, PRouST includes the Hello, NodePeer, and Election finite state machines, all relevant packet encoding and decoding libraries, routing database management, and full support for hierarchy. In addition, a "plug-in" interface for call admission, path selection and aggregation policies is provided. For interswitch signaling PRouST makes use of the NRL Signaling Entity for ATM Networks (SEAN), which is a complete
simulation/emulation library implementing version 4.0 of the ATM User-Network-Interface (UNI) standard. The fidelity of PRouST's PNNI implementation has been demonstrated extensively in live interoperability tests with commercial switches. Both PRouST and SEAN are written in C++ over the Component Architecture for Simulation of Network Objects (CASiNO) described in (Mountcastle et al. 1999), and both are available in the public domain.

In the simulations that follow, all network links operate at the OC3 rate. Link jitter varies uniformly between $+10 \mu \mathrm{~s}$ and $-10 \mu \mathrm{~s}$ for each transmitted message. PNNI messages that enter the switch control port experience a latency of 10 ms . The backplane of the switch routes data traffic on existing virtual circuits at OC48 rates. These figures, while artificial, are projections of current switch vendor specifications. We found that jitter did not noticeably alter the outcome of our simulations from one trial to the next. The variations were typically less than $1 \%$ and for boot and resynchronization time, and less than $5 \%$ for boot and resynchronization traffic. The values we have listed in our tables are mean values.

An outline of results presented: We seek to understand what factors influence resynchronization and boot parameters. To this end, we start by simulating single-peergroup networks with grid, chain, ring and star topologies; these results are presented in sections 3.2 and 3.3. We compare these very particular families of topologies with similar experiments using all possible topologies on 7 nodes-these results are described in sections 3.4-3.5. In addition, we simulate 100 randomly generated topologies on 20 nodes, the results of which are described in section 3.6. Finally, in sections 3.7 and 3.8 we address the impact of peergroup size and hierarchy, by simulating several different hierarchic configurations of linear networks.

### 3.2 Boot and Resynchronization Time

We start by investigating the characteristics of network topology that influence boot and resynchronization times. The NodePeer protocol floods PNNI Topology State Elements over a link whenever the switches incident to the link have discrepant databases. Thus, information will flow from each switch radially until it has reached every other switch in the peergroup. Given this, network boot time and worst-case resynchronization times should be linearly dependent on the diameter of the peergroup.

Simulation Results We simulated PNNI networks of increasing size, specifically, chains, grids rings, and star networks. The tables $(1,2,3,4)$ show the results of the simulations, and are depicted in figures 1 and 2. The figures indicate that PNNI boot time grows linearly in network diameter; for each unit increase in diameter PNNI boot time increases by approximately 21.4 ms , while resynchronization times increase by 10.7 ms .

| Chain <br> Length | Network <br> Diameter | Boot <br> Time <br> seconds | Resynch. <br> Time <br> seconds |
| :---: | :---: | :---: | :---: |
| 2 | 1 | 30.0864 | 0.0108 |
| 4 | 3 | 30.1290 | 0.0323 |
| 6 | 5 | 30.1719 | 0.0537 |
| 8 | 7 | 30.2146 | 0.0755 |
| 10 | 9 | 30.2588 | 0.0962 |
| 20 | 19 | 30.4562 | 0.2035 |
| 30 | 29 | 30.6859 | 0.3104 |

Table 1: Chains-Boot/resynch. times

| Grid <br> Size | Network <br> Diameter | Boot <br> Time <br> seconds | Resynch. <br> Time <br> seconds |
| :---: | :---: | :---: | :---: |
| $2 \times 2$ | 2 | 30.1073 | 0.0212 |
| $3 \times 3$ | 4 | 30.1498 | 0.0428 |
| $4 \times 4$ | 6 | 30.1926 | 0.0636 |
| $6 \times 6$ | 10 | 30.2785 | 0.1067 |

Table 2: Grids-Boot/resynch. times

### 3.3 Boot and Resynchronization Traffic

To study PNNI boot and resynchronization traffic, we will introduce the notion of the representation size of a network: the minimum number of PNNI topology state elements required to fully describe its topology. In our subsequent discussion, we take the representation size of a network to be twice the number of links plus the number of switches.

Because the NodePeer protocol is responsible for transmission of the peergroup's current representation to each component switch, traffic required to reach initial global synchrony should be bounded below by a function proportional to the product of the representation size and the number of switches. For chains, grids and rings the number of nodes and the representation size are linearly related, so this product is quadratic in the representation size.
Resynchronization involves flooding updated information about links affected by the SVC, to all members of the peergroup. In the best-case, flooding takes place over a spanning tree and the total traffic required to resynchro-

| Ring <br> Length | Network <br> Diameter | Boot <br> Time <br> seconds | Resynch. <br> Time <br> seconds |
| :---: | :---: | :---: | :---: |
| 10 | 5 | 30.1654 | 0.0518 |
| 20 | 10 | 30.2694 | 0.1037 |
| 30 | 15 | 30.3732 | 0.1555 |
| 40 | 20 | 30.4932 | 0.2172 |
| 50 | 25 | 30.6002 | 0.2688 |

Table 3: Rings-Boot/resynch. times

| Star <br> Size | Network <br> Diameter | Boot <br> Time <br> seconds | Resynch. <br> Time <br> seconds |
| :---: | :---: | :---: | :---: |
| 5 | 2 | 30.0872 | 0.02172 |
| 10 | 2 | 30.0886 | 0.02179 |
| 15 | 2 | 30.0894 | 0.02188 |
| 20 | 2 | 30.0896 | 0.02191 |
| 25 | 2 | 30.0909 | 0.02198 |

Table 4: Stars—Boot/resynch. times


Figure 1: Boot time vs. network diameter
nize is proportional to the number of switches in the peergroup. In the worst case, when flooding is occurs over every edge in the network, traffic due to resynchronization is proportional to the number of links in the network. For this reason, we consider resynchronization traffic in PNNI networks as a function of representation size.

Simulation Results We interpret the traffic data collected from the simulations of the previous section. This data is shown in tables $(5,6,7,8)$. The traffic required to reach initial global synchrony in each of these cases, grows super-linearly with the representation size, as can be seen in figures 3 and 4). Resynchronization traffic also manifests


Figure 2: Resynch. times vs. network diameter
super-linear growth as a function of representation size.

| Chain | Repres. | Boot | Resynch. |
| :---: | :---: | :---: | :---: |
| Length | Size | Traffic <br> bytes | Traffic <br> bytes |
| 2 | 4 | 10292 | 2967 |
| 4 | 10 | 56028 | 13399 |
| 6 | 16 | 133976 | 30127 |
| 8 | 22 | 248124 | 53247 |
| 10 | 28 | 394476 | 82575 |
| 20 | 58 | 1629364 | 324487 |
| 30 | 88 | 3702444 | 719548 |

Table 5: Chains-Boot/resynch. traffic

| Grid | Repres. | Boot | Resynch. |
| :---: | :---: | :---: | :---: |
| Size | Size | Traffic <br> bytes | Traffic <br> bytes |
| $2 \times 2$ | 12 | 73284 | 14412 |
| $3 \times 3$ | 33 | 182232 | 43240 |
| $4 \times 4$ | 64 | 1674880 | 260640 |
| $6 \times 6$ | 156 | 3521512 | 816003 |

Table 6: Grids-Boot/resynch. traffic

| Ring | Repres. | Boot | Resynch. |
| :---: | :---: | :---: | :---: |
| Length | Size | Traffic <br> bytes | Traffic <br> bytes |
| 10 | 30 | 201812 | 2720 |
| 20 | 60 | 765388 | 5440 |
| 30 | 90 | 1379620 | 108160 |
| 40 | 120 | 2167876 | 816680 |
| 50 | 150 | 3353088 | 1286000 |

Table 7: Rings-Boot/resynch. traffic

### 3.4 General Tests I: All 7 Node Networks

In order confirm the validity of the above conclusions, we conducted the same experiments on the class of all (853 topologically distinct) 7 node connected graphs ${ }^{1}$.

Simulation Results Because the 7 node networks all have relatively small diameter, there was little differentiation in their boot and resynchronization times. As the graphs in figures 5 and 6 indicate, boot and resynchronization times were clustered at discrete values spaced 10 ms apart. We note that 10 ms is the time required for processing of a single PNNI message at the control port of a switch.

[^3]| Star | Repres. | Boot | Resynch. |
| :---: | :---: | :---: | :---: |
| Size | Size | Traffic <br> bytes | Traffic <br> bytes |
| 5 | 16 | 30864 | 9144 |
| 10 | 31 | 129024 | 43976 |
| 15 | 46 | 292724 | 104776 |
| 20 | 61 | 526464 | 191624 |
| 25 | 76 | 820152 | 302496 |

Table 8: Stars-Boot/resynch. traffic


Figure 3: Boot traffic vs. representation size

While the plot does not immediately illustrate this, the distribution of the data points was not uniform over the cluster points; we have plotted the average as a function of diameter to emphasize this. Somewhat surprisingly, on average, resynchronization time seems to grows super-linearly with network diameter. More simulations need to be conducted over a larger class of graphs to determine the cause of this phenomenon. The PNNI boot traffic for these simulations is shown in figure 7, and is linear with an approximate growth rate of 6000 bytes per unit of representation.


Figure 4: Resynch. traffic vs. representation size


Figure 5: Boot times for 7 node networks


Figure 6: Resynch. times for 7 node networks

### 3.5 Network Geodesic Structure

The plot shown in figure 8 indicates that that over 7 node graphs of any fixed representation size, there is considerable variation in PNNI resynchronization traffic. We attempted to understand the cause for this differentiation by determining, for each representation size, which topologies achieved the highest and lowest resynchronization traffic. Figure 9 is a partial list of the best and worst performers (only those with representation sizes between 19 and 33 are shown).

We noted that the worst performers had a large number of redundant geodesics between pairs of switches. That is to say, topologies with the worst performance contained a multiplicity of shortest paths between nodes. Scrutiny of the simulations revealed that this multiplicity results in a redundant flooding in the PNNI NodePeer protocol. Figure 10 illustrates the redundant flooding of a PTSE along one edge when two nodes are connected by more than one shortest path. The fact that the worst performers in figure 9 contain many unchorded 4-cycles, whereas the best performers contained many triangles, supports this conclusion.


Figure 7: Boot traffic for 7 node networks


Figure 8: Resynch. traffic for 7 node networks

### 3.6 General Tests II: Randomly Generated 20 Node Networks

We also conducted measurements of boot and resynchronization parameters for randomly generated networks.

A random topology is generated as follows: 20 nodes are assigned random locations on a grid. Links are added via a random process that repeatedly generates a random nodepair and adds a link between them with probability that decays exponentially with the Euclidean distance between the two nodes (Waxman 1998). Links that will cause the degree of a node to exceed eight are rejected by the random process in order to keep the graph reasonably sparse. The process of adding links terminates when the graph is connected and every node has degree at least 2 . In this manner, we generated 8000 random topologies on 20 nodes. These were then sorted into classes, based on the diameter of the generated network, and 10 networks were chosen randomly from each class.

Simulation Results The results of simulations of 100 random 20 -node networks are shown in figures 11 and 12. The data indicates that for any given value of diameter, there is a significant variation in the resynchronization and boot times. We were not able to determine the topological structure property that is responsible for this variance, but
Repres. Performing

Figure 9: Best and worst 7 nodes topologies (in terms of boot traffic
hope to address the question in our future work. The results of previous sections indicate that if we are given two networks from the same restricted family (such as grids, for example) then diameter alone can serve to predict the approximate value of the resynchronization time. In the set of experiments presented in this section, we realize that, unfortunately, this simple estimation criterion does not hold as well over large mixed families of graphs (e.g. our random set). On the other hand, we remark that the average value of resynchronization and boot times (over the randomly chosen topologies) does increase linearly with diameter.

### 3.7 Peergroup Size

Another aspect of network design we consider is choice of peergroup size.


Figure 10: Effects of geodesic structure on traffic


Figure 11: Boot times for 100 random 20-node networks

First, we note that partitioning a network into peergroups will result in more SVCs needing to be established between leaders at the next higher level. It also necessitates logical Hello finite state machines to stabilize over these SVCs and for the election process to conclude at the higher level. These two factors together are responsible for a discrete jump in the PNNI boot time when one moves from single peergroup to multiple peergroup configurations. As we begin to decrease the size of the peergroups, each requires less information to reach local synchrony, since detailed information about distant peergroups is being represented by a single logical node at the higher level. This causes boot traffic and resynchronization traffic to decrease. As we


Figure 12: Resynch. times for 100 random 20 -node networks
make peergroup size smaller still, an SVC setup on average traverses a larger number of peergroups, which in turn triggers re-aggregation of links at the higher level. Thus beyond a certain point, decreasing peergroup size causes an increase in resynchronization traffic and time.

Simulation Results We simulated chains of 16 and 32 switches, configured with peergroups of sizes 2,4 and 8 (the 16 node examples are illustrated in figures 13). The data from the simulations is presented in tables 9 and 10. In the 32 node chain, going from a single peergroup of 32 nodes to 4 peergroups of 8 nodes produces a jump in the PNNI boot time of over 59 seconds. On the other hand, boot traffic decreases by a factor of 3 , and resynchronization traffic by a factor of 6.4. Reduction of the peergroup size from 4 to 2 , causes an increase in resynchronization traffic by $30 \%$. This happens because higher level links are re-aggregated and flooded downward in response to the change in resources at the lower level.

| Topology <br> name | $16-16$ | $16-4$ | $16-2$ |
| :---: | :---: | :---: | :---: |
| \# of PGs | 1 | 4 | 8 |
| PG size | 16 | 4 | 2 |
| Boot <br> time | 30.38 s | 90.26 s | 90.27 s |
| Boot <br> traffic | 1034 K | 639 K | 587 K |
| NNI boot <br> traffic | 0 | 1.5 K | 1.8 K |
| Resync. <br> traffic | 0.30 s | 0.23 s | 0.24 s |
| Resync. <br> traffic | 494 K | 156 K | 233 K |

Table 9: Varying peergroup size for a 16 node chain

| Topology <br> name | $32-32$ | $32-8$ | $32-4$ | $32-2$ |
| :---: | :---: | :---: | :---: | :---: |
| \# of PGs | 1 | 4 | 8 | 16 |
| PG size | 32 | 8 | 4 | 2 |
| Boot <br> time | 30.73 s | 75.43 s | 75.39 s | 75.49 s |
| Boot <br> traffic | 4217 K | 1401 K | 1121 K | 1420 K |
| NNI boot <br> traffic | 0 | 3.1 K | 3.7 K | 3.9 K |
| Resync. <br> time | 0.64 s | 0.46 s | 0.46 s | 0.51 s |
| Resync. <br> traffic | 1981 K | 306 K | 689 K | 898 K |

Table 10: Varying peergroup size for a 32 node chain


Figure 13: Examples of peergroups simulated.

### 3.8 Hierarchy

Finally, we consider how the presence of hierarchy affects our performance indicators.
First, we note that a network with many levels of hierarchy requires SVCs to be established between leaders in the same higher level peergroup. It also necessitates logical Hello finite state machines to stabilize over these SVCs and for the election process to conclude in each peergroup at each level. These two factors are the principal cause of the discrete jump seen in PNNI boot time and boot traffic as one considers networks with a greater number of levels. On the other hand, hierarchy localizes the side effects of network changes. In particular, it reduces the number of switches to which updated information must be flooded. Thus hierarchical addressing lowers both resynchronization time and traffic.

Simulation Results We simulated chains of 16 and 32 switches, configured with various hierarchical structure (The 16 node scenarios are depicted in figure 14). The data collected is presented in table 11. A 3-level configuration of the 32 switch chain boots in 75.4897 seconds, while the 5 level one requires 150.3220 seconds to reach initial global synchrony. The 5 level hierarchy has the advantage of improving both resynchronization time and traffic by a factor of 1.3 and 1.8 respectively.

## 4 Conclusion and Future Work

The simulations conducted using the PNNI Routing and Simulation Toolkit (PRouST) confirmed that topological characteristics such as the diameter, representation size, and geodesic structure do affect the boot and resynchronization times and traffic. These four indicators determine the discrepancy between switches' views of the network and its underlying physical state, and are thus critical to call admission rates and crankback frequency in ATM networks. Partitioning a network into peergroups reduces the

| Topology <br> name | $16 / 3$ | $16 / 5$ | $32 / 3$ | $32 / 5$ |
| :---: | :---: | :---: | :---: | :---: |
| Chain <br> length | 8 | 8 | 32 | 32 |
| Hierarchy <br> structure | $16,8,1$ | $16,8,4$, <br> 2,1 | $32,16,1$ | 32,16, <br> Boot <br> time |
| Boot <br> traffic | 50.27 s | 120.32 s | 75.49 s | 150.32 s |
| NNI boot <br> traffic | 1.8 K | 3.1 K | 3.9 K | 6.8 K |
| Resync. <br> time | 0.24 s | 0.16 s | 0.51 s | 0.38 s |
| Resync. <br> traffic | 233 K | 215 K | 1191 K | 638 K |

Table 11: Simulation results for several hierarchy configurations.


Figure 14: Two examples of hierarchic structures simulated.
boot and resynchronization traffic and introducing hierarchy results in improved resynchronization time and traffic, although it has a minor side-affect of increasing the boot time.

Peergroup size and hierarchy structure are two of the most importance choices a network designer must make. In our future research efforts will focus further on these two parameters. As we have shown in [section 3.7] there is an optimal value beyond which reduction of peergroup size results in increased resynchronization traffic, due to the re-aggregation and downward flooding of higher level links in response to changes at lower levels. We intend to precisely quantify both this optimal value, and the relative tradeoffs between peergroup size, hierarchy structure and resynchronization traffic and time.
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#### Abstract

Performance analysis of a cell scheduling algorithm for an input-queued ATM switch is presented in this paper. The interconnection network of the ATM switch is internally nonblocking and each input port maintains a separate queue for each output port so as to reduce the head-of-line (HOL) blocking of conventional input queuing switches. Each input is allowed to send only one cell per time slot, and each output port is allowed to accept only one cell per time slot. The cells to be transmitted in a time slot are selected using a fast, fair and efficient scheduling algorithm called iSLIP [10, 12, 13]. Using a tagged input queue approach, an approximate analytical model for evaluating the performance of the switch under IID Bernoulli traffic for different offered traffic loads is developed. The switch throughput, mean cell delay, and cell loss probability are computed from the analytical model. With the switch being under heavy traffic loads, the accuracy of the analytical model is verified using simulation.


## 1 Introduction

The Asynchronous Transfer Mode (ATM) has been recommended by CCITT as an integrated transport technique for future broadband-ISDN. Consequently there is growing interest in identifying suitable switching architectures for ATM. Virtually all proposals of switching fabric architectures for ATM networks are based on self-routing structures in which each packet autonomously find its path through the interconnection network to the desired output port $[3,18]$. This feature enables the design of switching fabrics characterized by a very high throughput, of the order of Gbits/sec.

These switches use various types of queueing strategies for cells: input queueing, dedicated internal queueing, shared internal queueing, or output queueing, each characterized by certain advantages and drawbacks [3]. The simplest approach among them is input queueing, where each input port maintains a FIFO queue of cells, and only the first cell in the queue is eligible for transmission during a given time slot. FIFO input queueing suffers from the well-known head-of-line (HOL) blocking, whereby when the cell at the head of the queue is blocked, all cells behind it in the queue are prevented from being transmitted, even though their destination output ports may be idle. It has been shown through analysis and simulation that HOL blocking limits the throughput of each input port to a maximum of $58.6 \%$ under uniform random traffic, and much lower for bursty traffic [7, 17].

Various approaches have been proposed to overcome the HOL problem: adopting a switch expansion, a windowing technique, or a channel grouping technique [3]. Using switch expansion, the internal switch bandwidth is expanded, using replication for example, so that it can transmit more than one cell to an output port in a single time slot. The windowing technique allows non-HOL cells to contend for the switch output ports. Given a window of depth $w$, if a cell in position $i, 1 \leq i \leq w,(i=1$ identifies the HOL position) is blocked owing to a conflict for the switch output port, a chance is given to the cell in position $i+1$, until a search of depth $w$ has been completed. Using channel grouping, the switch output ports are subdivided into groups of size $R$ each and cells address groups, not single links of a group. Such arrangement is typical of a transit environment in which the switch interfaces a limited number of downstream switches with $R$ links to each of them. Implementing channel groups in an ATM switch is a nontrivial task given the high rates of the links, since in each slot not only do we have to guarantee the absence of external conflicts, but we also need to allocate at transmission time each output port in a group to a specific input port addressing that group with its HOL cell.

Another approach that is receiving a lot of attention from the research community for reducing the HOL problem is for each input port to maintain a separate queue for cells destined to each output port $[2,8,10,11,14]$. During a single time slot, a maximum of one cell per input port can be transferred, and a maximum of one cell per output port can
be received. The selection of the cell from an input to transmit during a time slot to an output is accomplished using a scheduling algorithm. Of particular interest to us in this paper are the iterative matching algorithms, namely, parallel iterative matching (PIM) [2] and $i \operatorname{SLIP}[10,11]$. The purpose of the iterative matching algorithm is to find a maximal matching between the inputs and outputs of the switch. It is shown that the number of iterations needed to find a maximal matching is $N$ in the worst case, and $O(\log N)$ in the average case. However it was shown through simulation that with as few as 4 iterations, the throughput of the switch exceeds $98 \%$ [16]. As a result, these switch architectures have received a lot of attention from the research community, and commercial switches based on this technique have already been built such as the DEC Systems AN2 switch [2] and the Tiny Tera [12].

Most of the performance studies of these switches appearing in the literature have been based on simulation. The only exception is our previous work on modeling these switches under the PIM scheduling algorithm. The main reason for that is the fact that mathematically analyzing the PIM and $i$ SLIP based ATM switches is difficult. The inventors of PIM switches acknowledge this fact by saying, "In general, it is difficult to mathematically analyze the performance of a PIM switch, even for the simplest traffic models. The problem lies in the evolution and interdependence of the state of each arbiter and their dependence on arriving traffic" $[2,10]$.

Performance parameters such as throughput, mean cell delay, and cell loss probability are important to evaluate the performance of an ATM switch. For example, a cell loss probability requirement of $10^{-9}$ is not uncommon. As a result, estimating the rare cell loss probability by simulation is inefficient and sometimes impossible [9]. Consequently, analytical models are of great importance in solving these problems. Recently we have developed an analytical performance model of PIM switches [16]. However, it was shown that $i$ SLIP scheduling is superior to PIM scheduling in terms of fairness, throughput and hardware cost [13]. As a result, we build on our work in [16] to accomodate the $i$ SLIP scheduling algorithm.

In this paper we develop an analytical model of the $i$ SLIP switch with finite input buffers using the tagged queue approach $[1,6]$. Assuming an IID Bernoulli input traffic, with the cell destinations distributed uniformly over all the outputs, we compute interesting performance measures for the switch including throughput, mean cell delay, and cell loss probability as a function of the offered load and switch size. With the switch being under heavy traffic loads, the accuracy of our analytical model has been verified using simulation. (When traffic loads are light, cell loss events are so rare that estimating it by ordinary direct simulation techniques is practically prohibited. In case of this, efficient/fast simulation techniques such as importance sampling may need to be explored to accomplish this job [20].) The results from the analytical model match closely with the simulation results. This model will be ex-
tended in the future under more realistic traffic assumptions such as bursty and correlated traffic. This will render our mathematical analysis more complex. We consider the results of this paper as the foundation for solving the more difficult problem involving bursty and correlated traffic.

The remainder of this paper is organized as follows. Section 2 introduces the switch model as well as PIM and $i$ SLIP scheduling algorithms. Section 3 develops the analytical model based on the tagged queuing approach. Equations for computing interesting performance measures including throughput, mean cell delay, and mean cell loss probability are derived in this section. Numerical results obtained from the analytical model are presented for switches of different sizes in Section 4, and compared with the results from simulation. Finally conclusions are presented in Section 5.

## 2 The Switch Model and iSLIP Scheduling

In this section, we present an overview of the ATM switch architecture and describe the $i$ SLIP switch scheduling algorithm. Interested readers may refer to [10, 11, 12] for further details.

### 2.1 The Switch Model

The ATM switch under consideration is an $N \times N$ nonblocking switch, i. e., the $N$ inputs are connected to the $N$ outputs via a nonblocking interconnection network (e.g., crossbar switch). Each input queue of the switch is a random access buffer which can be viewed as $N$ FIFO queues, each of which is used to store the cells destined for one of the $N$ output ports. The architecture of this switch is shown in Figure 1. The first cell in each queue can be selected for transmission across the switch in each time slot, with the following constraints:

1. Only one cell from any of the $N$ queues in an input port can be transmitted in each time slot.
2. Only one cell can be transmitted from any of the $N$ input ports to an output port of the switch at any given time slot. In other words, at most one cell could received by a single output port.

As mentioned above, the reason for using a randomaccess buffer, instead of a conventional FIFO queue, is to avoid the HOL blocking. Two criteria must be considered for designing the switch: (i) the switch must route as many cells among the ones that arrived at its inputs as possible to the appropriate outputs to maximize the throughput, and (ii) the switch must solve the output contention problem (i.e., more than one cell can be destined for the same output port). As a result, the switch scheduling algorithm that decides, for each time slot, which inputs transmit their queued cells to which outputs is of paramount importance. Two


Figure 1: Architecture of the multiple input queues ATM switch $(N \times N)$.
such effective algorithms include parallel iterative matching [2] and $i \operatorname{SLIP}[10,12]$.

### 2.2 Parallel Iterative Matching (PIM) and $i$ SLIP Algorithms

For switches used in high-performance ATM networks, the switch scheduling algorithm must be able to provide high throughput, low latency, and graceful degradation under heavy traffic loads. Anderson et al. [2] considered the architecture of a nonblocking switch with random-access buffers (as shown in Figure 1), and cast the switch scheduling problem as a bipartite matching problem of finding conflict-free pairing of inputs to outputs. The high throughput and low latency of an ATM switch dictates that the scheduling algorithm must be able to find a matching of as many conflict-free pairings as possible using as little time as possible. Note that a maximum matching is a matching with the maximum number of paired inputs and outputs; while maximal matching is one in which no unmatched input has a queued cell destined for an unmatched output (i.e., no parings can be trivially added). Unfortunately, all the conventional bipartite maximum matching algorithms have a high time complexity with regard to the time constraint imposed by 53-byte ATM cells and Gbps links. As a solution, Anderson et al. [2] proposed an algorithm, called parallel iterative matching, to find a maximal matching. This algorithm uses parallelism, randomness, and iteration to find a maximal matching between the inputs that have queued cells for transmission and the outputs that have queued cells (at the inputs) destined for them. Maximal matching is used to determine which inputs transmit cells over the nonblocking switch to which outputs in the next time slot. Specifically, their matching algorithm iterates the following three steps until a maximal matching is found or until a fixed number of iterations is performed:

[^4]2. Grant: If an unmatched output receives any requests, it grants to one by randomly selecting a request uniformly over all requests.
3. Accept: If an input receives grants, it accepts one by randomly selecting an output among those that granted to this input.

By considering only unmatched inputs and outputs, each iteration only considers connections not made by earlier iterations. Note that in step (2) above the independent output schedulers randomly select a request among contending requests. This has three effects: First, Anderson et. al. [2] show that each iteration will match or eliminate on average at $3 / 4$ of the remaining possible connections and thus the algorithm will converge to a maximal match in $O(\log \mathrm{~N})$ iterations. Second, it ensures that all requests will eventually be granted. Consequently, no input queue is starved. Third, it means that no memory or state is used to keep track of how recently a connection was made in the past.
McKeown [10] proposed an iterative algorithm named $i$ SLIP which avoids the use of randomness while making the selections, and instead uses a varying priority based on state information that is maintained from one time slot to the next [10]. The iSLIP was shown to outperform PIM in terms of fairness, throughput and hardware cost [13]. The $i$ SLIP algorithm iterates over the following three steps:

1. Request: Each unmatched input sends a request to every output for which it has a queued cell.
2. Grant: Each output that receives any request selects the one with the highest priority according to its grant arbiter. The output notifies each input whether or not its request was granted. The pointer to the highest priority element of the round-robin schedule is incremented (modulo $N$ ) to one location beyond the granted input if and only if the grant is accepted in step 3 of the first iteration.
3. Accept: Each input that receives any grants accepts the one with the highest priority according to its accept arbiter. The pointer to the highest priority element of the round-robin scheduler is incremented (modulo $N$ ) to one location beyond the accepted output.

Due to the complex behaviors involved in the arbitration processes, it is extremely difficult to mathematically analyze the $i$ SLIP switches. Based on experience from our earlier research on modeling PIM switches and simulation results, we propose a variant of the $i$ SLIP algorithm called 2PPIM (2-Priorities PIM) algorithm to model $i$ SLIP. The 2PPIM algorithm closely approximates the iSLIP algorithm and we can mathmatically model it. As we can see from [10], $i$ SLIP switches behave like PIM switches under low traffic load. This is because when the load is low, the grant/accept arbiters have a greater chance of being synchronized with one another. But when the traffic load is high, the grant/accept arbiters are desynchronized most of
the time so as to outperform PIM. In view of this observation, we introduce the following scheduling algorithm to incorporate the effects of prioritization by the grant/accept arbiters.

Every input has a round-robin arbiter. Initially, the values of these arbiters are set to be the number of the corresponding input. For example, the arbiter of input $i$ will has value $i$ at time 0 . At the end of every time slot, the values of these arbiters are incremented by 1 (modulo $N$ ). So at any time, no two arbiters will have the same value. Using the arbiters, a set of conflict-free matchings can be guaranteed. In the first iteration, for any input which has cells in the queue pointed to by its arbiter, both the input and its destination output will get matched. After the first iteration, the original PIM is applied to the unmatched inputs/outputs. That is, the queues of an input are separated into two classes by the round-robin arbiter: one high priority queue and $N-1$ low priority queues. The high priority queues at all the inputs will not have a common output destination, and hence there will be no conflict. For the low priority queues, random selections are made by the original PIM.

## 3 Queueing Model and Analysis of 2 Iterations PPIM

In this section, we model the ATM switch with 2PPIM scheduling using queueing theory and analyze the underlying Markov chain. Our method uses the concept of tagged queues in modeling the switch leading to a smaller state space. The concept of tagged input queue has been successfully used to evaluate the FIFO input-queued switch model [ 1,6$]$. These switches involve a single stage of contention resolution. On the other hand, for the switch with PPIM scheduling, the contention resolution process consists of two stages. As observed from the algorithm descriptions of PPIM, a HOL cell in an input queue will contend for transmission not only with the HOL cells of the same input, but also the HOL cells destined for the same output. The corresponding model is more complicated than for the FIFO input-queued switch. We make the following assumptions in developing the PPIM switch model:

1. The switch operates synchronously.
2. Every input queue has the same buffer size, namely $b_{i}$.
3. Cells arrive at every input queue according to an IID Bernoulli process with a probability $\lambda$. The switch load is thus $N \lambda$.
4. New cells arrive only at the beginning of the time slots, and cells depart only at the end of the time slots.

Under the above assumptions, all the input queues will exhibit the same behavior when the system attains steady state. A queue at input $i$ with output $j$ as the destination


Figure 2: An example of the queueing model for the PIM switch.
is denoted by $Q(i, j)$. Figure 2 shows an example of the queueing model for the PPIM switch. In this example, the occupancy of $Q(1,1)$ is taken as the tagged input queue and the number of HOL cells at input 1 is represented by the 1 st HOL input queue. The HOL input queue is a virtual queue which does not exist in a real PPIM switch but is useful for our mathematical analysis.

### 3.1 Markov Model

We analyze the queueing model by considering the underlying Markov chain $Z$. The states of the Markov chain are sampled at the end of the time slots and can be expressed as a quartet $(l, w, g, s)$, where $l$ is the length of tagged input queue $Q(i, j), w$ is the number of non-empty queues in input $i$ (including $Q(i, j)$ and $Q_{H}$, where $Q_{H}$ is the high priority queue), $g$ is the priority of $Q(i, j)$ ( 0 -high, 1-low), and $s$ the state of $Q_{H}$ (0 for empty and 1 for non-empty). The state-space of this four-dimensional Markov chain is

$$
\begin{array}{ll}
\{(0,0,0,0),(l, w, g, s) \quad \mid \quad & 1 \leq l \leq b_{i}, 1 \leq w \leq N \\
& g \in\{0,1\}, s \in\{0,1\}\}
\end{array}
$$

and is ordered in lexicographic order, that is, $(0,0,0,0)$, ( $1,1,0,1$ ), ( $1,1,1,0$ ), ( $1,1,1,1$ ), ( $1,2,0,1$ ),...
$\left(b_{i}, N, 1,1\right)$. The set of states $\{(1,1,0,1),(1,1,1,0), \ldots(1,2,0,1)$, $(1,2,1,0), \ldots(1, N, 1,1)\}$ are labelled as states in level $l$ of the Markov chain. This Markov chain has two important attributes: (1) when moving from state $(l, w, g, s)$ to a state ( $l+i, w^{\prime}, g^{\prime}, s^{\prime}$ ), for $i \geq 1$, the chain must visit all intermediate levels at least once, and (2) it is a Quasi Birth and Death (QBD) process with block-partitioned form of tran-
sition probability matrix $T$ which is given as follows:

$$
T=\left[\begin{array}{ccccccc}
A_{1}^{\prime} & A_{2}^{\prime} & 0 & \cdots & & & \\
A_{0}^{\prime} & A_{1} & A_{2} & 0 & \cdots & & \\
0 & A_{0} & A_{1} & A_{2} & 0 & \cdots & \\
0 & 0 & A_{0} & A_{1} & A_{2} & 0 & \cdots \\
\vdots & \vdots & \vdots & \cdots & & & \vdots \\
0 & 0 & \cdots & 0 & A_{0} & A_{1} & A_{2} \\
0 & 0 & \cdots & 0 & 0 & S & B
\end{array}\right]
$$

where $A_{1}^{\prime}+A_{2}^{\prime} e=1$ and $A_{0}^{\prime}+A_{1} e+A_{2} e=$ $\left(A_{0}+A_{1}+A_{2}\right) e=e$ with $e=[1,1,1, \ldots, 1]^{T}$. Let $P_{b l o, W_{t}\left(w_{i}^{\prime}, g^{\prime}, s^{\prime}\right) \mid W_{t-1}\left(w_{i}, g, s\right)}$ denote the probability that the HOL cell of the tagged queue is blocked, and $P_{s u c, W_{t}\left(w_{i}^{\prime}, g^{\prime}, s^{\prime}\right) \mid W_{t-1}\left(w_{i}, g, s\right)}$ denote the probability that the HOL cell of the tagged queue is transmitted given that the state of the remaining HOL cells at the end of the last time slot is $\left(w_{i}, g, s\right)$ and the state of remaining HOL cells at the end of the current time slot is $\left(w_{i}^{\prime}, g^{\prime}, s^{\prime}\right)$. Let's define $B$ and $B_{0}$ as:
$B=\left[\begin{array}{cccc}P_{b l o, W_{t}(1,0,1) \mid W_{t-1}(1,0,1)} & P_{b l o, W_{t}(1,1,0) \mid W_{t-1}(1,0,1)} & \cdots & P_{b l o, W_{t}(N, 1,1) \mid W_{t-1}(1,0,1)} \\ P_{b l o, W_{t}(1,0,1) \mid W_{t-1}(1,1,0)} & P_{b l o, W_{t}(1,1,0) \mid W_{t-1}(1,1,0)} & \cdots & P_{b l o, W_{t}(N, 1,1) \mid W_{t-1}(1,1,0)} \\ P_{b l o, W_{t}(1,0,1) \mid W_{t-1}(1,1,1)} & P_{b l o, W_{t}(1,1,0) \mid W_{t-1}(1,1,1)} & \cdots & P_{b l o, W_{t}(N, 1,1) \mid W_{t-1}(1,1,1)} \\ \vdots & \vdots & \cdots & \vdots \\ P_{b l o, W_{t}(1,0,1) \mid W_{t-1}(N, 1,1)} & P_{b l o, W_{t}(1,1,0) \mid W_{t-1}(N, 1,1)} & \cdots & P_{b l o, W_{t}(N, 1,1) \mid W_{t-1}(N, 1,1)}\end{array}\right]$
and
$B_{0}=\left[P_{b l o, W_{t}(1,0,1) \mid W_{t-1}(0,0,0)}, \quad P_{b l o, W_{t}(1,1,0) \mid W_{t-1}(0,0,0)}, \cdots, P_{b l o, W_{t}(N, 1,1) \mid W t-1(0,0,0)}\right]$.
Similarly, we define $S$ as:
$S=\left[\begin{array}{cc}P_{s u c, W_{t}(1,0,1) \mid W_{t-1}(1,0,1)} & P_{s u c, W_{t}(1,1,0) \mid W_{t-1}(1,0,1)} \\ P_{s u c, W_{t}(1,0,1) \mid W_{t-1}(1,1,0)} & P_{s u c, W_{t}(1,1,0) \mid W_{t-1}(1,1,0)} \\ P_{s u c, W_{t}(1,0,1) \mid W_{t-1}(1,1,1)} & P_{s u c, W_{t}(1,1,0) \mid W_{t-1}(1,1,1)} \\ \vdots & \vdots \\ P_{s u c, W_{t}(1,0,1) \mid W_{t-1}(N, 1,1)} & P_{s u c, W_{t}(1,1,0) \mid W_{t-1}(N, 1,1)}\end{array}\right.$
$S_{0}$ is the probability that the HOL cell of the tagged input queue gets matched given that the tagged input queue is empty at the end of last time slot. From the definitions of $B_{0}, S_{0}, S$, and $B$, we can show that:

$$
\begin{gather*}
S_{0}+B_{0} e=1  \tag{1}\\
S_{c}+B_{c}=e \tag{2}
\end{gather*}
$$

where $S_{c}=S e, B_{c}=B e$. As illustrated in the Appendix of this paper, Eq (1) and Eq (2) help us analyze the problem by simply focusing the computation on matrix $B$ and vector $B_{0}$. By using the above equations and denoting $\bar{\lambda}=1-\lambda$, the element matrices in the transition probability matrix $T$ can be computed as:

$$
\begin{array}{ll}
A_{0}^{\prime}=\bar{\lambda} S_{c} & A_{1}^{\prime}=\bar{\lambda}+\lambda S_{0} \\
A_{2}^{\prime}=\lambda B_{0} & A_{0}=\bar{\lambda} S \\
A_{1}=\lambda S+\bar{\lambda} B & A_{2}=\lambda B
\end{array}
$$

$$
\left.\begin{array}{cc}
\cdots & P_{s u c, W_{t}(N, 1,1) \mid W_{t-1}(1,0,1)} \\
\cdots & P_{s u c}, W_{t}(N, 1,1) \mid W_{t-1}(1,1,0) \\
\cdots & P_{s u c, W_{t}(N, 1,1) \mid W_{t-1}(1,1,1)} \\
\cdots & \vdots \\
\cdots & P_{s u c, W_{t}(N, 1,1) \mid W_{t-1}(N, 1,1)}
\end{array}\right]
$$

The remaining subsections will cover the computation of the success and blocking probabilities, $\quad P_{s u c, W_{t}\left(w_{i}^{\prime}, g^{\prime}, s^{\prime}\right) \mid W_{t-1}\left(w_{i}, g, s\right)}$, and $P_{b l o, W_{t}\left(w_{i}^{\prime}, g^{\prime}, s^{\prime}\right) \mid W_{t-1}\left(w_{i}, g, s\right)}$ respectively. Once these probabilities are computed, the transition probability matrix $T$ can be constructed. Once the transition probability matrix is known, it is a routine matter to derive the steady state equations by utilizing the properties of Markov chains, and solving the equations to obtain the steady-state probability vector. Detailed procedures using the matrix geometric approach [15] are presented in the appendix of this paper.

### 3.2 Computing the Blocking and Success Probabilities

We now derive the equations for computing the blocking probability $P_{b l o, W_{t}\left(w_{i}^{\prime}, g^{\prime}, s^{\prime}\right) \mid W_{t-1}\left(w_{i}, g, s\right)}$ and the success probability $P_{s u c, W_{t}\left(w_{i}^{\prime}, g^{\prime}, s^{\prime}\right) \mid W_{t-1}\left(w_{i}, g, s\right)}$.

$$
\left.\begin{array}{cc}
\ldots & P_{b l o, W_{t}(N, 1,1) \mid W_{t-1}(1,1,0)} \\
\cdots & P_{b l o, W_{t}(N, 1,1) \mid W_{t-1}(1,1,1)} \\
\ldots & \vdots \\
\cdots & P_{b l o, W_{t}(N, 1,1) \mid W_{t-1}(N, 1,1)}
\end{array}\right]
$$


$\qquad$

The transition of the state of the virtual HOL input queues from the state $\left(w_{i}, g, s\right)$ to state ( $w_{i}^{\prime}, g^{\prime}, s^{\prime}$ ) is a two step process:

1. First, we account for the newly arriving HOL cells to the virtual HOL input queue.
2. Then, we consider the transition from the intermediate state to the final state after applying the 2PPIM algorithm.

This process is illustrated in Figure 3.

### 3.2.1 Arriving Cells at the Virtual HOL Queues

Let $K_{t}\left(k_{i}\right)$ denote the number of newly arriving HOL cells at the virtual HOL input queue ( $k_{i}$ new arrivals to the virtual HOL input queue), at the beginning of current time slot


Figure 3: Transition of the virtual HOL queues.
$t . W_{t-1}\left(w_{i}\right)$ denotes the numbers of remaining HOL cells at the virtual HOL input queue ( $w_{i}$ is the length of virtual HOL input queue), at the end of previous time slot $t-1$. Let $H_{t}\left(h_{i}\right)=K_{t}\left(k_{i}\right)+W_{t-1}\left(w_{i}\right)$. Define, $a_{K\left(k_{i}\right) \mid W\left(w_{i}\right)}$ $=\operatorname{Prob}\left(K_{t}\left(k_{i}\right) \mid W_{t-1}\left(w_{i}\right)\right)$. Let $p_{0}$ be the probability that a queue is empty in a time slot, and $p_{1}=1-p_{0}$. A cell that arrives at $Q(i, j)$ when $Q(i, j)$ is empty, will observe that another queue is non-empty with probability $p_{1}$. If the current state is $\left(l, w_{i}, g, s\right),\left(N-w_{i}\right)$ queues of input $i$ will be non-empty with probability $p_{1}$. Hence,

$$
a_{K\left(k_{i}\right) \mid W\left(w_{i}\right)}=\left\{\begin{array}{l}
\binom{N-1}{k_{i}-1} p_{1}^{k_{i}-1} p_{0}^{N-k_{i}} \\
1 \leq k_{i} \leq N, w_{i}=0 \\
\left(N-w_{i}\right.
\end{array}\right) \lambda^{k_{i}}(1-\lambda)^{N-\left(k_{i}+w_{i}\right)} .
$$

### 3.2.2 Transition to $W_{t}\left(w_{i}^{\prime}, g^{\prime}, s^{\prime}\right)$

For the HOL cell of the tagged input queue, its contention process can be split into two stages. In the first stage, the tagged input queue contends with other non-empty queues at the same input. If it succeeds in the first stage contention, it joins the second stage contention with all successful $j t h$ queues from other inputs.

Given $H_{t}\left(h_{i}\right)$ and $W_{t}\left(w_{i}^{\prime}\right)$, the possible values of $W_{t}$ in terms of $H_{t}$ are:

$$
w_{i}^{\prime}=\left\{\begin{array}{l}
h_{i} \\
h_{i}-1, \quad \text { for } h_{i}>0
\end{array}\right.
$$

We define the following probabilities associated with the above transitions:
$P_{\text {blo } 00 \mid H\left(h_{i}, g, s\right)}=$ Prob $\{$ the HOL cell at the tagged input queue gets blocked, and $W_{t}\left(w_{i}^{\prime}\right)=H_{t}\left(h_{i}\right)$ given $\left.H_{t}\left(h_{i}, g, s\right)\right\}$
$P_{\text {blo_ } 1 \mid H\left(h_{i}, g, s\right)}=\operatorname{Prob}\{$ the $H O L$ cell at the tagged input queue gets blocked, and $W_{t}\left(w_{i}^{\prime}\right)=H_{t}\left(h_{i}-1\right)$ given $\left.H_{t}\left(h_{i}, g, s\right)\right\}$
$P_{s u c \mid H\left(h_{i}, g, s\right)}=\operatorname{Prob}\langle$ the HOL cell at the tagged input queue gets transmitted, and $W_{t}\left(w_{i}^{\prime}\right)=H_{t}\left(h_{i}-1\right)$ given $\left.H_{t}\left(h_{i}, g, s\right)\right\}$

Table 1 summarizes the transitions and their corresponding probabilities.

| $Q(i, j)$ | $w_{i}^{\prime}$ | Probability |
| :--- | :--- | :--- |
| blocked | $h_{i}$ | $P_{\text {blo_0\| } H\left(h_{i}, g, s\right)}$ |
|  | $h_{i}-1$ | $P_{\text {blo_ } 1 \mid H\left(h_{i}, g, s\right)}$ |
| successful | $h_{i}-1$ | $P_{s u c \mid H\left(h_{i}, g, s\right)}$ |

Table 1: Transitions from $\left(h_{i}, g, s\right)$ to $\left(w_{i}^{\prime}, g^{\prime}, s\right)$.

Given $d_{i}=w_{i}^{\prime}-w_{i}$, the blocking probability $P_{b l o, W_{t}\left(w_{i}^{\prime}, g^{\prime}, s^{\prime}\right) \mid W_{t-1}\left(w_{i}, g, s\right)}$ is computed as:

$$
\begin{align*}
& P_{b l o, W_{t}\left(w_{i}^{\prime}, g^{\prime}, s^{\prime}\right) \mid W_{t-1}\left(w_{i}, g, s\right)}= \\
& \left\{\begin{array}{l}
0, \text { for } g=0 \text { or } d_{i}<-1 \\
a_{K\left(d_{i}+1\right) \mid W\left(w_{i}\right)} P_{b l o \_1 \_\left(g^{\prime}, s^{\prime}\right) \mid H\left(w_{i}^{\prime}+1, g, s\right)} P_{l 1} \\
+a_{K\left(d_{i}\right) \mid W\left(w_{i}\right)} P_{b l o \_1 \_\left(g^{\prime}, s^{\prime}\right) \mid H\left(w_{i}^{\prime}, g, s\right)}\left(1-P_{l 1}\right), \\
\text { for } d_{i} \geq-1 \text { and } g=1 \text { and } s=1 \\
\\
\lambda a_{K\left(d_{i}\right) \mid W\left(w_{i}+1\right)} P_{b l o-1 \_\left(g^{\prime}, s^{\prime}\right) \mid H\left(w_{i}^{\prime}+1, g, 1\right)} \\
+\bar{\lambda} a_{K\left(d_{i}\right) \mid W\left(w_{i}+1\right)} P_{b l o \_0 \_\left(g^{\prime}, s^{\prime}\right) \mid H\left(w_{i}^{\prime}, g, s\right)} \\
+\bar{\lambda} a_{K\left(d_{i}+1\right) \mid W\left(w_{i}+1\right)} P_{b l o-1 \_\left(g^{\prime}, s^{\prime}\right) \mid H\left(w_{i}^{\prime}+1, g, s\right)} \\
\cdot\left(d_{i}+1+l_{0}\left(w_{i}-1\right)\right) / w_{i}^{\prime} \\
+\bar{\lambda} a_{K\left(d_{i}\right) \mid W\left(w_{i}+1\right)} P_{b l o \_-1}\left(g^{\prime}, s^{\prime}\right) \mid H\left(w_{i}^{\prime}, g, s\right) \\
\cdot\left(w_{i}-1-l_{0}\left(w_{i}-1\right)\right) /\left(w_{i}^{\prime}-1\right) \\
\text { for } d_{i} \geq-1 \text { and } g=1 \text { and } s=0
\end{array}\right.
\end{align*}
$$

in which

$$
\begin{align*}
& l_{0}(w)= \\
& \begin{cases}0, & \text { for } w=0 \\
\sum_{u=1}^{w}\binom{w}{u} P_{l 1}^{u}\left(1-P_{l 1}\right)^{w-u}, & \text { for } w>0\end{cases} \tag{4}
\end{align*}
$$

represents the number of input queues that contain only one buffered cell, and $P_{l 1}$ in Eq (4) is the probability that an input queue length is equal to 1 (there is only one buffered cell in this input queue) during a time slot, and is given by:

$$
P_{l 1}=(1-\lambda) \pi_{1} e /\left(1-\pi_{0}\right)
$$

To compute the state transition probabilities of the high priority queue, that is, from $(g, s)$ to $\left(g^{\prime}, s^{\prime}\right)$, Figure 4 is useful. Figure 4(a) shows the transition probabilities for the priority of $Q(i, j)$, and Figure $4(\mathrm{~b})$ gives the transition probabilities for the high priority queue of input $i$ from

(b)

Figure 4: The state transition diagram for the high priority queue.
empty to non-empty and vice versa.
$P_{\text {bo_0_( }\left(g^{\prime}, s^{\prime}\right) \mid H(h, g, s)}=$

$$
\left\{\begin{array}{l}
0, \text { for } s=1 \\
P_{\text {blo } \_0 \mid H(h)} \frac{1}{N-1}, \text { for } g^{\prime}=0 \text { and } s=0 \\
P_{\text {blo } 0 \mid H(H)}\left(1-\frac{1}{N-1}\right)\left(1-\frac{h-1}{N-2}\right), \\
\text { for } g^{\prime}=1 \text { and } s^{\prime}=0 \\
P_{\text {blo } 0 \mid H(h)}\left(1-\frac{1}{N-1}\right)\left(\frac{h-1}{N-2}\right), \\
\text { for } g^{\prime}=1 \text { and } s^{\prime}=1
\end{array}\right.
$$

$$
P_{b o_{-} 1-\left(g^{\prime}, s^{\prime}\right) \mid \dot{H}(h, g, s)}=
$$

$$
\left(\begin{array}{l}
\frac{1}{N-1}, \text { for } s=1 \text { and } g^{\prime}=0 \\
\left(1-\frac{1}{N-1}\right)\left(1-\frac{h-2}{N-2}\right),
\end{array}\right.
$$

$$
\text { for } s=1 \text { and } g^{\prime}=1 \text { and } s^{\prime}=0
$$

$$
\left(1-\frac{1}{N-1}\right)\left(\frac{h-2}{N-2}\right),
$$

$$
\text { for } s=1 \text { and } g^{\prime}=1 \text { and } s^{\prime}=1
$$

$$
P_{b o o_{-}| | H(h)} \frac{1}{N-1}, \text { for } s=0 \text { and } g^{\prime}=0
$$

$$
P_{b l o-1 \mid H(h)}\left(1-\frac{1}{N-1}\right)\left(1-\frac{h-1}{N-2}\right),
$$

$$
\text { for } s=0 \text { and } g^{\prime}=1 \text { and } s^{\prime}=0
$$

$P_{\text {blo_ } 1 \mid H(h)}\left(1-\frac{1}{N-1}\right)\left(\frac{h-1}{N-2}\right)$, for $s=0$ and $g^{\prime}=1$ and $s^{\prime}=1$

For $W_{t-1}\left(w_{i}, g, s\right)=(0,0,0)$, the blocking probability
$P_{b l o, W_{t}\left(w_{i}^{\prime}, g^{\prime}, s^{\prime}\right) \mid W_{t-1}(0,0,0)}=$
$\left\{\begin{array}{l}P_{r 0}\left(w_{i}^{\prime}+1,1,1\right) P_{b l o \_1 \_\left(g^{\prime}, s^{\prime}\right) \mid\left(w_{i}^{\prime}+1,1,1\right)} P_{l 1}^{\prime} \\ +P_{r 0}\left(w_{i}^{\prime}, 1,1\right) P_{b l o \_1 \_\left(g^{\prime}, s^{\prime}\right) \mid\left(w_{i}^{\prime}, 1,1\right)}\left(1-P_{11}^{\prime}\right) \\ +P_{r 0}\left(w_{i}^{\prime}, 1,0\right) P_{b l o \_0 \_\left(g^{\prime}, s^{\prime}\right) \mid\left(w_{i}^{\prime}, 1,0\right)} \\ +P_{r 0}\left(w_{i}^{\prime}, 1,0\right) P_{b l o \_1 \_\left(g^{\prime}, s^{\prime}\right) \mid\left(w_{i}^{\prime}, 1,0\right)}\left(1-\frac{l_{0}\left(w_{i}^{\prime}-1\right)}{w_{i}^{\prime}-1}\right) \\ +P_{r 0}\left(w_{i}^{\prime}+1,1,0\right) P_{b l o \_1 \_\left(g^{\prime}, s^{\prime}\right) \mid\left(w_{i}^{\prime}+1,1,0\right)} \frac{l_{0}^{\prime}\left(w_{i}^{\prime}\right)}{w_{i}^{\prime}}\end{array}\right.$
where
$P_{r 0}\left(w_{i}, g, s\right)=$
$\left\{\begin{array}{l}a_{K\left(w_{i}\right) \mid W(0)} / N, \text { for } g=0 \\ a_{K\left(w_{i}\right) \mid W(0)}\left(N-w_{i}\right) / N, \text { for } g=1 \text { and } s=0 \\ a_{K\left(w_{i}\right) \mid W(0)}\left(w_{i}-1\right) / N, \text { for } g=1 \text { and } s=1\end{array}\right.$
and the function $P_{l 1}$ in $\mathrm{Eq}(4)$ is replaced by $P_{l 1}^{\prime}$ :

$$
P_{l 1}^{\prime}=\left(\lambda \pi_{0}+(1-\lambda) \pi_{1} e\right) / p_{1}
$$

Finally, We can compute the probability $P_{s u c, W_{t}\left(w_{i}^{\prime}, g^{\prime}, s^{\prime}\right) \mid W_{t-1}\left(w_{i}, g, s\right)}$ as follows:
$P_{s u c, W_{t}\left(w_{i}^{\prime}, g^{\prime}, s^{\prime}\right) \mid W_{t-1}\left(w_{i}, g, s\right)}=$

```
    0, for \(d_{i}<0\) or \((g=1\) and \(s=1)\) or
    ( \(g=0\) and \(g^{\prime}=0\) )
    \(a_{K\left(d_{i}\right) \mid W\left(w_{i}\right)}\left(1-\frac{w_{i}^{\prime}-1}{N-1}\right)\)
    , for \(d_{i}>=0\) and \(s=0\) and \(g=0\) and
        \(g^{\prime}=1\) and \(s^{\prime}=0\)
    \(a_{K\left(d_{i}\right) \mid W\left(w_{i}\right)}\left(\frac{w_{i}^{\prime}-1}{N-1}\right)\)
    , for \(d_{i}>=0\) and \(s=0\) and \(g=0\) and
        \(g^{\prime}=1\) and \(s^{\prime}=1\)
    \(\bar{\lambda} a_{K\left(d_{i}\right) \mid W\left(w_{i}+1\right)} P_{s u c \mid H\left(w_{i}^{\prime}\right)} /(N-1)\)
    , for \(d_{i}>=0\) and \(s=0\) and
        \(g=1\) and \(g^{\prime}=0\)
    \(\bar{\lambda} a_{K\left(d_{i}\right) \mid W\left(w_{i}+1\right)} P_{s u c \mid H\left(w_{i}^{\prime}\right)}\left(1-\frac{1}{N-1}\right)\left(1-\frac{w_{i}^{\prime}-1}{N-2}\right)\)
    for \(d_{i}>=0\) and \(s=0\) and \(g=1\) and
        \(g^{\prime}=1\) and \(s^{\prime}=0\)
    \(\bar{\lambda} a_{K\left(d_{i}\right) \mid W\left(w_{i}+1\right)} P_{s u c \mid H\left(w_{i}^{\prime}\right)}\left(1-\frac{1}{N-1}\right)\left(\frac{w_{i}^{\prime}-1}{N-2}\right)\),
    for \(d_{i}>=0\) and \(s=0\) and \(g=1\) and
        \(g^{\prime}=1\) and \(s^{\prime}=1\)
```


### 3.2.3 Applying the 2PPIM Algorithm

We now compute the probabilities in Table 1 by considering each iteration of the 2PPIM scheduling algorithm. The state of the switch at the beginning of each iteration $\phi$ is characterized by the following parameters:
$n(\phi)$ : the number of inputs/outputs remain unmatched;
$h(\phi)$ : the number of outputs whose corresponding queue in input $i$ is non-empty;
$r_{f}(\phi)$ : the number of inputs whose outputs corresponding to their high priority queues remain unmatched and the corresponding queues in input $i$ are non-empty (including the tagged input queue);
$r_{e}(\phi)$ : the number of inputs whose outputs corresponding to their high priority queues remain unmatched and the corresponding queues in input $i$ are empty;
$r_{i}(\phi): 1$ if the output corresponding to the high priority queue of input $i$ remains unmatched, and 0 if the output corresponding to the high priority queue of input $i$ has been matched;
$r_{j}(\phi): 1$ if the input whose output corresponding to its high priority queue is $j$ remains unmatched, and 0 if the input whose output corresponding to its high priority queue is $j$ has been matched;

At the end of the iteration the following parameters can be defined:

$$
\begin{aligned}
m(\phi) i & =n(\phi)-n(\phi+1) \\
\Delta h_{i}(\phi) & =h_{i}(\phi)-h_{i}(\phi+1) \\
\Delta r_{f}(\phi) & =r_{f}(\phi)-r_{f}(\phi+1) \\
\Delta r_{e}(\phi) & =r_{e}(\phi)-r_{e}(\phi+1) \\
\Delta r_{i}(\phi) & =r_{i}(\phi)-r_{i}(\phi+1) \\
\Delta r_{j}(\phi) & =r_{j}(\phi)-r_{j}(\phi+1)
\end{aligned}
$$

For the sake of simplicity, we do not mention the iteration number in the following discussion. If no iteration number is mentioned, then the current iteration $\phi$ is implied.

Let $x_{i} x_{j}$ represent the state of the matching process for input $i$ and output $j$ of the switch, where $x_{i}, x_{j} \in\{0,1\}$ with 0 representing that the input/output is unmatched and 1 representing that the input/output is matched at the end of the current iteration. The possible states of the matching process are $00,01,10$, and 11 . However, the state 11 should explicitly consider if the tagged input queue $Q(i, j)$ at input $i$ is matched. Thus the state 11 is split into two: $11_{\text {suc }}$ and $11_{\text {blo }}$ respectively. Given the current state of the switch $\left(n(\phi), h_{i}(\phi), r_{f}(\phi), r_{e}(\phi), r_{i}(\phi), r_{j}(\phi)\right)$ and the current state of the matching process $x_{i} x_{j}$ the resulting state of the switch $\left(n(\phi+1), h_{i}(\phi+1), r_{f}(\phi+1), r_{e}(\phi+\right.$ 1), $\left.r_{i}(\phi+1), r_{j}(\phi+1)\right)$ and the resulting state of the matching process $x_{i}^{\prime} x_{j}^{\prime}$ is controlled by the transition probabilities defined below:
$P_{b l o \_00 \mid 00}=\operatorname{Prob}\{a t$ the end of current iteration, the HOL cell at the tagged input queue gets blocked, and both input $i$ and output $j$ remain unmatched given that both input $i$ and output $j$ were unmatched at the beginning of current iteration\}
$P_{b l o \_01 \mid 00}=\operatorname{Prob}\{$ at the end of current iteration, the HOL cell at the tagged input queue gets blocked, input i remains unmatched and output $j$ gets matched given that both input $i$ and output $j$ were unmatched at the beginning of current iteration\}
$P_{b l o \_1 x \mid 00}=\operatorname{Prob}\{$ at the end of current iteration, the $H O L$ cell at the tagged input queue gets blocked, input i gets matched given that both input $i$ and output $j$ were unmatched at the beginning of current iteration\}
$P_{\text {blo_01|01 }}=$ Prob\{at the end of current iteration, the HOL cell at the tagged input queue gets blocked, and input $i$ remains unmatched given that input $i$ was unmatched and output $j$ was matched at the beginning of current iteration\}
$P_{\text {blo_11|01 }}=\operatorname{Prob}\{$ at the end of current iteration, the $H O L$ cell at the tagged input queue gets blocked, and input $i$ gets matched given that input $i$ was unmatched and output $j$ was matched at the beginning of current iteration $\}$
$P_{s u c \mid 00}=\operatorname{Prob}\{$ at the end of current iteration, the $H O L$ cell at the tagged input queue $Q(i, j)$ gets matched with output $j$, given that input $i$ and output $j$ were unmatched at the beginning of current iteration\}

These probabilities are functions of the current state of the switch ( $n(\phi), h_{i}(\phi), r_{f}(\phi), r_{e}(\phi), r_{i}(\phi)$,
$\left.r_{j}(\phi)\right)$. The transitions among the states of the matching process can be represented by the state transition diagram shown in Figure 5 with the state space $X=$ $\left\{00,01,1 x, 11_{\text {suc }}\right\}$ where $1 x=10 \cup 11_{\text {blo }}$.


Figure 5: The matching process state transition diagram.
We derive equations for the transition probabilities next. Given $\left(n(\phi), h(\phi), r_{f}(\phi), r_{e}(\phi), r_{i}(\phi)\right.$,
$\left.r_{j}(\phi)\right)$ and $\left(n(\phi+1), h(\phi+1), r_{f}(\phi+1), r_{e}(\phi+1), r_{i}(\phi+\right.$ 1), $r_{j}(\phi+1)$ ), we compute the transition probabilities. In this paper, we present the equations for only two iterations. The extension of these equations to a larger number of iterations can be obtained using similar techniques used in our previous work [16] for analyzing the PIM scheduling algorithm with multiple iterations. The same equations are also applicable in this case because beyond two iterations,
we apply the PIM algorithm iteratively. If the high priority queue $Q_{H}$ is non-empty or $Q(i, j)$ is the high priority queue $Q_{H}$, the change to the state of $Q(i, j)$ is straightforward. Only those cases where $Q(i, j)$ is not the high priority queue and $Q_{H}$ is empty are analyzed as follows.

First iteration In the first iteration only the high priority queues have a chance to be matched. Hence

$$
\begin{aligned}
& P_{b l o \_00 \mid 00}=\binom{h-1}{\Delta h}\binom{n-1-h}{m-\Delta h} p_{1}^{m} p_{0}^{n-1-m} \\
& m \in[0, n-2], \\
& P_{b l o \_01 \mid 00}=\binom{h-1}{\Delta h-1}\binom{n-1-h}{m-\Delta h} p_{1}^{m} p_{0}^{n-1-m} \\
& m \in[1, n-1], \\
& P_{b l o \_10 \mid 00}=0 \quad \text { and } \quad P_{b l o \_11 \mid 00}=0 .
\end{aligned}
$$

Second iteration We define the following probabilities associated with the first stage of contention for a cell:

## $P_{\text {suc1_r }}=\operatorname{Prob}\{$ the $H O L$ cell of certain queue of input in set $\Re$ succeeds in the first stage contention\}

$P_{\text {suc1_nr }}=$ Prob $\{$ the $H O L$ cell of certain queue of input not in set $\Re$ succeeds in the first stage contention\}
where the elements of set $\Re$ are the unmatched inputs whose outputs corresponding to their high priority queues are also unmatched. Here $P_{s u c 1_{-} r}$, and $P_{s u c 1_{-} n r}$ are functions of $p_{0}$, and are computed as:

$$
\begin{gathered}
P_{s u c 1 \_r}=\frac{1-p_{0}^{n-1}}{n-1} \\
P_{s u c 1 \_n r}=\frac{1-p_{0}^{n}}{n}
\end{gathered}
$$

Computing $P_{\text {suc } 100}$ : Recalling that in the state transition diagram of the matching process, state $11_{s u c}$ is an absorbing state, the transition probability $P_{s u c \mid 00}$ is computed without consideration on $m$.

$$
\begin{aligned}
& P_{s u c \mid 00}=\frac{1}{h} \sum_{i=0}^{n-1-r_{j}} \sum_{j=0}^{\min \left(i, r-r_{j}-r_{i}\right)} \frac{1}{i+1} \\
& \cdot\binom{r-r_{j}-r_{i}}{j}\binom{n-1-\left(r-r_{i}\right)}{i-j} P_{s u c 1 \_r}^{j} \\
& \cdot\left(1-P_{s u c 1_{-} r}\right)^{r-r_{j}-r_{i}-j} P_{s u c 1 \_n r}^{i-j} \\
& \cdot\left(1-P_{s u c 1 \_n r}\right)^{n-1-\left(r-r_{i}\right)-(i-j)}
\end{aligned}
$$

## Computing $P_{\text {blo_ } 0 x \mid 0 x}$ :

$$
P_{b l o \_0 x \mid 0 x}=\frac{r_{f}}{h} \cdot P_{b l o \_r f}+\frac{h-r_{f}}{h} \cdot P_{b l o \_n r f}
$$

where

$$
\begin{aligned}
& P_{b l o \_r f}=\sum_{i=0}^{n-2} \sum_{j=0}^{r-1-r_{i}}\left(1-\frac{1}{i+1}\right)\binom{r-1-r_{i}}{j} \\
& \cdot\left(\begin{array}{c}
n-1-\left(r-r_{i}\right)
\end{array}\right) P_{s u c 1 \_r}^{j}\left(1-P_{s u c 1_{\_} r}\right)^{r-1-r_{i}-j} \\
& \cdot P_{s u c 1 \_n r}^{i-j}\left(1-P_{s u c 1 \_n r}\right)^{n-1-\left(r-r_{i}\right)-(i-j)}
\end{aligned}
$$

and

$$
\begin{aligned}
& P_{b l o \_n r f}=\sum_{i=0}^{n-1} \sum_{j=0}^{r-r_{i}}\left(1-\frac{1}{i+1}\right)\binom{r-r_{i}}{j} \\
& \cdot\left(\begin{array}{c}
n-1-\left(r-r_{i}\right) \\
i-j
\end{array} P_{s u c 1_{-} r}^{j}\left(1-P_{s u c 1 \_r}\right)^{r-r_{i}-j} P_{s u c 1 \_n r}^{i-j}\right. \\
& \cdot\left(1-P_{s u c 1 \_n r}\right)^{n-1-\left(r-r_{i}\right)-(i-j)}
\end{aligned}
$$

Computing $P_{\text {blo_1 } 10 \mid 00}$ :

$$
\begin{aligned}
P_{b l o \_1 x \mid 00} & =\frac{r_{f}-r_{j}}{h}\left(1-P_{b l o \_r f}\right) \\
& +\frac{h-r_{f}-1+r_{j}}{h} \cdot\left(1-P_{b l o \_n r f}\right)
\end{aligned}
$$

Computing $P_{\text {blo_11|01 }}$ :

$$
\begin{aligned}
P_{b t o \_11 \mid 00} & =\frac{r_{f}}{h}\left(1-P_{b l o \_r f}\right) \\
& +\frac{h-r_{f}}{h} \cdot\left(1-P_{b l o \_n r f}\right)
\end{aligned}
$$

The states of the switch at the end of each iteration, $\left(n(\phi), h_{i}(\phi), r_{f}(\phi), r_{e}(\phi), r_{i}(\phi), r_{j}(\phi), x_{i} x_{j}\right)$, can be viewed as a weighted tree with the nodes of the tree corresponding to the switch states. The root of the tree is the initial state of the switch ( $N, h_{i}, g, s, 00$ ). All states in level $\phi$ of the tree correspond to the states of the switch at the end of the $\phi$ th iteration of the 2PPIM algorithm. Weights are assigned to the arcs between the states, and are equal to the transition probabilities $P_{b l o-x_{i}^{\prime} x_{j}^{\prime} \mid x_{i} x_{j}}$ or $P_{s u c \mid x_{i} x_{j}}$.
Each state $\left(n(\phi), h_{i}(\phi), r_{f}(\phi), r_{e}(\phi), r_{i}(\phi), r_{j}(\phi)\right.$, $x_{i} x_{j}$ ) is assigned a probability of $\operatorname{Pr}\left(n(\phi), h_{i}(\phi), r_{f}(\phi), r_{e}(\phi), r_{i}(\phi), r_{j}(\phi), x_{i} x_{j}\right) \quad$ equal to the product of the transition probabilities along the arcs from the root to the state. The probabilities $P_{b l o \_00 \mid H\left(h_{i}, r_{f}, r_{e}, r_{i}, r_{j}\right)}$, $P_{b l o \_01 \mid H\left(h_{i}, r_{f}, r_{e}, r_{i}, r_{j}\right)}$, $P_{b l o \_1 x \mid H\left(h_{i}, r_{f}, r_{e}, r_{i}, r_{j}\right)}$, and $P_{s u c \mid H\left(h_{i}, r_{f}, r_{e}, r_{i}, r_{j}\right)}$ at the end of $\Phi$ iterations of the PIM algorithm can be computed as,

$$
\begin{aligned}
& P_{b l o \_x_{i} x_{j} \mid H\left(h_{i}, g, s\right)}=\sum_{n(\Phi), h_{i}(\Phi), r_{f}(\Phi), r_{e}(\Phi), r_{i}(\Phi), r_{j}(\Phi)} \\
& \operatorname{Pr}\left(n(\Phi), h_{i}(\Phi), r_{f}(\Phi), r_{e}(\Phi), r_{i}(\Phi), r_{j}(\Phi), x_{i} x_{j}\right), \\
& P_{s u c \mid H\left(h_{i}, g, s\right)}=\sum_{n(\Phi), h_{i}(\Phi), r_{f}(\Phi), r_{e}(\Phi), r_{i}(\Phi), r_{j}(\Phi)} \\
& \operatorname{Pr}\left(n(\Phi), h_{i}(\Phi), r_{f}(\Phi), r_{e}(\Phi), r_{i}(\Phi), r_{j}(\Phi), 11_{\text {suc }}\right)
\end{aligned}
$$

and

$$
\begin{gathered}
P_{b l_{-} 0 \mid H\left(h_{i}, g, s\right)}=P_{b l o \_00 \mid H\left(h_{i}, g, s\right)}+P_{b l o \_01 \mid H\left(h_{i}, g, s\right)}, \\
P_{b l o \_1 \mid H\left(h_{i}, g, s\right)}=P_{b l o_{\_} 1 x \mid H\left(h_{i}, g, s\right)} .
\end{gathered}
$$

### 3.3 Solving the Markov Chain

As can be seen from the above equations, $p_{0}, \pi_{0}$ and $\pi_{1}$ must be known in advance in order to compute the steady state probabilities. In the Appendix of this paper, we give the detail procedures to derive the computation formulas for these parameters. The steady state probabilities are given by:

$$
\begin{aligned}
& \pi_{0}=1 /\left(1+\alpha \sum_{l=1}^{b_{i}-1} \beta^{l-1} e+\alpha \beta^{b_{i}-2} \lambda B(I-B)^{-1} e\right) \\
& \pi_{l}= \begin{cases}\pi_{0} \alpha \beta^{l-1} & , \text { for } 0<l<b_{i} \\
\pi_{0} \alpha \beta^{b_{i}-2} \lambda B(I-B)^{-1} & , \text { for } l=b_{i}\end{cases}
\end{aligned}
$$

When the queueing system attains equilibrium states, the following equation will hold

$$
\begin{equation*}
p_{0}=(1-\lambda) \pi_{0} \tag{9}
\end{equation*}
$$

The introduction of $p_{0}$ plays an essential role in solving of the Markov chain, but $p_{0}$ can't be derived directly from the known system parameters, such as the switch size, buffer size and traffic load. Instead of assuming $p_{0}$ as a known parameter [14], we prove a fixed point exits for Eq (9) so as to use the fixed point iterative method to obtain $p_{0}$ from the known system parameters.

Lemma 1 A fixed point exists for $E q$ (9) in the interval $[0,1]$.

## PROOF of Lemma 1:

Let the measure derived from the Markov chain be the probability $p_{0}$. We know that $\lambda$ is a constant. According to the Rules (1) and (4) of THEOREM 2 in [19], a fixed point exists. In addition,

$$
p_{0}=(1-\lambda) \pi_{0} \leq \pi_{0} \leq 1
$$

Thus, the fixed point must exist in interval $[0,1]$.

### 3.4 Computing the Performance Metrics

Once the steady state probabilities are known, then interesting performance parameters, such as throughput, mean queue length and mean cell loss probability can be computed directly by using the known parameters. Let $\rho, \bar{Q}$ and $P_{\text {loss }}$ be throughput, mean queue length and mean cell loss probability respectively, then

$$
\begin{aligned}
\rho & =\lambda \pi_{0} S_{0} \\
& +\sum_{l=1}^{b_{i}} \sum_{h=1}^{N} \sum_{g=0}^{N} \sum_{s=1-g}^{1} \pi_{(l, h, g, s)} P_{s u c \mid W(h, g, s)} \\
\rho & =\lambda \pi_{0}\left(1-B_{0} e\right) \\
& +\sum_{l=1}^{b_{i}} \sum_{h=1}^{N} \sum_{g=0}^{N} \sum_{s=1-g}^{1} \pi_{(l, h, g, s)} P_{s u c \mid W(h, g, s)}
\end{aligned}
$$

$$
\bar{Q}=\sum_{l=1}^{b_{i}} l \pi_{l} e \quad P_{l o s s}=\lambda \pi_{b_{i}} e
$$

Knowing the mean queue length $\bar{Q}$ and the mean queue throughput $\rho$, the mean cell delay $\vec{D}$ can be computed as follows:

$$
\bar{D}=\bar{Q} / \rho
$$

## 4 Numerical Results

Both mathematical analysis and simulation results are presented in this section in order to investigate the accuracy of the above queueing model. For cell loss probabilities, only which for the switch with heavy traffic loads are given, because that estimating a cell loss probability $10^{-9}$ for the switch under a small traffic load is practically prohibited. In all the experiments, the number of iterations in the 2PPIM algorithm is set to be 2. Figure 6 and 7 show the switch throughput as a function of switch size ( 16,32 and 64) and offered load $\lambda$ with buffer sizes of 5 cells and 10 cells, respectively. The curves show that both 2PPIM and $i$ SLIP scheduling with 2 iterations are enough to get a high throughput $>90 \%$.


Figure 6: The throughput as a function of switch size and offered load, with a buffer size $b_{i}=5$.

Figure 8 and 9 show the mean cell delay as a function of switch size ( 16,32 and 64) and offered load $\lambda$ for buffer size $b_{i}$ of 5 cells and 10 cells respectively. The figures indicate that the mean cell delay increases by increasing the switch size and the offered load. For 2 iterations 2PPIM and $i$ SLIP scheduling, the mean cell delay increases dramatically when the offered load exceeds $80 \%$, which indicates that $i$ SLIP switches with 2 iterations $i$ SLIP scheduling will be overloaded when the traffic load is greater than $80 \%$. This phenomenon can also be observed in our previous paper [16] on PIM. Notice that when the traffic load is extremely low, such as 0.1 , all curves cluster together. It is


Figure 7: The throughput as a function of switch size and offered load, with a buffer size $b_{i}=10$.


Figure 8: The mean cell delay as a function of switch size and offered load, with a buffer size $b_{i}=5$.


Figure 9: The mean cell delay as a function of switch size and offered load, with a buffer size $b_{i}=10$.


Figure 10: The mean cell loss probability as a function of switch size and offered load, with a buffer size $b_{i}=5$ and $b_{i}=10$.
not difficult to understand that, under low traffic load, both 2PPIM and $i$ SLIP behave similarly to PIM so that there is almost no difference among them. But when the traffic load increases, the prioritization introduced by the grant/accept arbiters of $i$ SLIP switches will play a significant role in the scheduling of the HOL cells. The simulation results for 2PPIM and $i$ SLIP in Figure 8 and Figure 9 show that the biggest difference between 2PPIM and $i$ SLIP occurs at traffic load of about 0.8 . When the traffic load is extremely high, 2PPIM and $i$ SLIP will behave similarly again. The bias between the analysis results and simulation results of 2PPIM and $i$ SLIP can be reduced by expanding the dimension of the underlying Markov chain $Z$ in section 3.1. Interested readers may refer to our previous paper [16] on PIM for more details.

In figure 10 , the mean cell loss probabilities of 2PPIM switches with queue size of 5 cells and 10 cells are given as a function of offered load. It can be seen that, for a medium size 2PPIM switch with 2 iterations 2PPIM scheduling with traffic load less than $60 \%$, a buffer size of 10 cells per queue is sufficient to guarantee a cell loss probability $<10^{-9}$.

As mentioned in the introduction of this paper, we are extending these results to more realistic traffic patterns. This complicates the mathematical analysis, but would also lead to more practical results.

## 5 Conclusion

A queueing model for the performance analysis of a novel input access scheme ATM switch with iSLIP scheduling under random traffic has been presented. The queueing model provides a general method for analyzing such ATM switches to compute the throughput, mean queue length, mean cell delay, and mean cell loss probability given the switch size, queue buffer size, and offered load. The analytical results obtained from the queueing model matches
the simulation results satisfactorily.
In order to make the original switch model tractable for analysis, a number of assumptions have been added. The most important is that the random traffic, that is, cells are arriving at each input queue according to IID Bernoulli process. In future research, we will try to apply this method to analyze the same kind of ATM switches with bursty and correlated traffic.

The contribution of this paper is two fold. First, we introduced a scheduling algorithm called 2PPIM to facilitate the analysis for $i$ SLIP scheduling. Second, a theoretical analysis for various performance parameters including throughput, mean cell delay, and mean cell loss probability, of a ATM switch using a $i$ SLIP scheduling scheme is presented by using 2PPIM scheduling as an approximation.

## A Appendix: Computation of the Steady State Probabilities

Following the steps given in [6], we give the procedures to compute the steady state probabilities of the Markov chain. The method presented in [6] is based on the algorithmic approach given in [15].

Given that $\pi_{\left(l, w_{i}, w_{o}\right)}$ is the steady state probability of the state $\left(l, w_{i}, w_{o}\right)$, where $l$ is the length of the tagged queue, $w_{i}$ is the length of the virtual HOL input queue, and $w_{o}$ is the length of the virtual HOL output queue. The steady state probability vector of the Markov chain is given by $\Pi=\left[\pi_{0}, \pi_{1}, \pi_{2}, \ldots, \pi_{l}, \ldots, \pi_{b_{i}}\right]$ where every element $\pi_{l}=\left[\pi_{(l, 1,1)}, \pi_{(l, 1,2)}, \ldots, \pi_{(l, N, N)}\right], l>0$ is a row vector of size $N^{2}$, and $\pi_{0}$ is a scalar.

From the definition of the transition probability matrix, we know that:

$$
\begin{equation*}
\Pi T=\Pi \tag{10}
\end{equation*}
$$

By expanding Eq (10), we have:

$$
\begin{equation*}
\pi_{0}\left((1-\lambda)+\lambda S_{0}\right)+\pi_{1}(1-\lambda) S_{c}=\pi_{0} \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
\pi_{0} \lambda B_{0}+\pi_{1}(\lambda S+(1-\lambda) B)+\pi_{2}(1-\lambda) S=\pi_{1} \tag{12}
\end{equation*}
$$

$$
\begin{align*}
& \pi_{i-1} \lambda B+\pi_{i}(\lambda S+(1-\lambda) B)+ \\
& \pi_{i+1}(1-\lambda) S=\pi_{i}, \text { for } 1<i<b_{i}-1 \tag{13}
\end{align*}
$$

$$
\begin{equation*}
\pi_{b_{i}-2} \lambda B+\pi_{b_{i}-1}(\lambda S+(1-\lambda) B)+\pi_{b_{i}} S=\pi_{b_{i}-1} \tag{14}
\end{equation*}
$$

$$
\begin{equation*}
\pi_{b_{i}-1} \lambda B+\pi_{b_{i}} B=\pi_{b_{i}} \tag{15}
\end{equation*}
$$

Eq (11) can be re-arranged as:

$$
\begin{equation*}
\pi_{0} \lambda\left(1-S_{0}\right)=\pi_{1}(1-\lambda) S_{c} \tag{16}
\end{equation*}
$$

Multiplying Eq (12) by $e$ we get:

$$
\begin{equation*}
\pi_{1} \lambda B_{c}=\pi_{2}(1-\lambda) S_{c} \tag{17}
\end{equation*}
$$

Similarly, multiplying Eq (13) by $e$ results in:

$$
\begin{equation*}
\pi_{i-1} \lambda B_{c}=\pi_{i}(1-\lambda) S_{c} \tag{18}
\end{equation*}
$$

and the same operation on Eq (15) leads to:

$$
\begin{equation*}
\pi_{b_{i}-1} \lambda B_{c}=\pi_{b_{i}} S_{c} \tag{19}
\end{equation*}
$$

Let $\alpha=\lambda B_{0}\left(I-\lambda I_{1}-(1-\lambda) B\right)^{-1}$ and $\beta=\lambda B((1-$ $\lambda)(I-B))^{-1}$. After some algebra operations, we get:
$\pi_{0} \lambda B_{0} e=\pi_{1}(1-\lambda)\left(e-B_{c}\right)=\pi_{1}\left(I-\lambda I_{1}-(1-\lambda) B\right) e$

So,

$$
\begin{equation*}
\pi_{1}=\lambda B_{0}\left(I-\lambda I_{1}-(1-\lambda) B\right)^{-1} \pi_{0}=\pi_{0} \alpha \tag{21}
\end{equation*}
$$

and

$$
\pi_{l}= \begin{cases}\pi_{0} \alpha \beta^{l-1}, & \text { for } 0<l<b_{i} \\ \pi_{0} \alpha \beta^{b_{i}-2} \lambda B(I-B)^{-1}, & \text { for } l=b_{i}\end{cases}
$$

Notice that $\pi_{0}+\sum_{l=1}^{b_{i}} \pi_{l} e=1$, we have:

$$
\pi_{0}=1 /\left(1+\alpha \sum_{l=1}^{b_{i}-1} \beta^{l-1} e+\alpha \beta^{b_{i}-2} \lambda B(I-B)^{-1} e\right)
$$
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#### Abstract

Any collection of networks can be termed an "internet" and can perform many useful functions. The analysis and characterization of the internet in the abstract is difficult at best and impossible at worst. The purpose of this paper is to provide a mathematical methodology for the analysis of the total performance of a collection of networks connected to form an internet. However, the internet in this case is captive and created to serve a single purpose, as is the case with numerous control problems such as the beam control of a linear accelerator. A captive internet has a theoretical capability at the physical level depending on the type of networks that have been interconnected. This capability, in terms of bits per second, i.e., data rates, represents a convex domain of feasibility in which the network can be characterized as a single state (point in a convex space) at any instant of time. The characterization or modeling of a captive internet in this fashion also provides a basis for analysis of the well-known internet under certain assumptions of protocols, priorities, etc.


## 1 Background

The state of network hardware and software makes the technology appealing for applications involving the control of large systems. Current potential applications may go as high as 80,000 nodes or DTEs on a single collection of networks. Such interconnections of networks are frequently termed captive networks, i.e.; all traffic is restricted to this particular interconnection.

The interconnection of multiple networks is covered in many current texts $[1,2,3,4,5]$. Captive networks are ideal to replace traditional cabling and complex wire harness. The network(s) serves as a bus with built-in access protocols.

The analysis in this type of problem can be performed on the basis of a flow or rate, which in this case is in terms of bits per second. Thus, any network capacity in bits per second is a source or resource that is to be distributed among nodes on the network. In general, the traffic generated by the nodes is predictable. In particular, in the example of dynamic system control, the bandwidth (in electrical engineering terms) defines a sampling rate for a sensor/computer/effector combination, which along with the precision specified, implies a rate in terms of bits per second. Allowing for some safety margin, the collection of rates specifies how many nodes can occupy a single network.

The specific applications such as real time control and
high speed video (no compression) preclude the use of buffers and do not allow for delay tolerance or the dropping of packets. There is an entire class of systems for which network control is applicable requiring zero tolerance of delay.
This type of problem may be best suited for ATM networks, but the cost and availability of legacy LANs still gives a spectrum of potential networks for such applications. The sampling times and effector application times require essentially zero jitter placing restrictions on certain types of networks. However, by mathematical consideration of the rates involved, it is possible to design interconnection networks for system control using a variety of media access mechanisms.
In the following discussions, the bounded nature of the problem leads to the formulation. Frames and/or packets can not be delayed and can not be dropped. The situation in this case is analogous to incompressible fluid flow $[6,7,8]$, e.g., water.

## 2 Introduction

Consider a networked system consisting of $m$ clusters where each cluster consists of $n$ nodes or DTEs (processors). A cluster may be a single network or may be composed of multiple networks. Assume at this point, the cluster is on a single network.

WRT any network $\lambda$, there are three types of traffic from
node $i$ or to node $j$ on network $\lambda$; (1) intra-network, $I_{i j}$,(2) outgoing inter-network traffic, $T_{i j k}$, and (3) incoming internetwork traffic, $R_{i j k}$ to node $i$ from node $j$ on network $k$. The network has some bandwidth $B W_{\lambda}$. This bandwidth is the effective bandwidth based on typical utilization. For example, a 10Base 2 network should have a bandwidth of 10 Mbps (Million bits per second), but many references suggest the actual bandwidth is on the order of 4 Mbps [9] due to collisions and other considerations.

The following relationship holds true by "the second law of thermodynamics." In the following, it is assumed that the network under consideration is network $\lambda$. There are $m$ other networks or clusters on the "internet," and the networks other than $\lambda$ are summed using the variable $k$ with each of the $k^{t h}$ networks having $n_{k}$ nodes capable of generating traffic to node $i$

$$
\begin{align*}
\sum_{i=1}^{n_{\lambda}} \sum_{\substack{j=1 \\
j \neq i}}^{n_{\lambda}} I_{i j}+\sum_{i=1}^{n_{\lambda}} \sum_{j=1}^{n_{k}} & \sum_{\substack{k=1 \\
k \neq \lambda}}^{m} T_{i j k} \\
& +\sum_{i=1}^{n_{k}} \sum_{j=1}^{n_{\lambda}} \sum_{\substack{k=1 \\
k \neq \lambda}}^{m} R_{i j k} \leq B W_{\lambda} \tag{1}
\end{align*}
$$

$I_{i j}$ is the intra-network traffic from node $i$ to node $j$ on the network, $\lambda . T_{i j k}$ is the inter-network traffic from node $i$ on network $\lambda$ to node $j$ on network, $k . R_{i j k}$ is the internetwork traffic from node $j$ on network $k$ to node $i$ on network, $\lambda$.

The $I_{i j}, T_{i j k}$ and $R_{i j k}$, are all assumed to be in terms of bits per second as rates. At this point, the distributions in time are assumed to be such that the bandwidth of each network is utilized at some value less than specifications to incorporate a design safety factor.

The above inequality ( 1 ), represents a three-dimensional space bounded by a plane and the three coordinate limiting planes in the three dimensional space. The area satisfying the inequality is termed the domain of feasibility [10], and the area is a common part of the formulation of a linear programming problem [10].

The optimization of network performance without considering zero jitter is well-covered in the literature [11, 12, 13]. With $m$ networks, the ability to operate the total internet with a guaranteed latency [14] for each network message, the intersection of the $m$ domains of feasibility must not be null [10].

As a general formulation, it may be difficult to specify the traffic generated from each node. However, in a situation where the problem to be solved is a closed system, i.e., a system to be controlled by computers acting on feedback and generating actuating signals, it is possible to identify the necessary traffic in terms of a rate and evaluate a given design on the basis of the above formulation.

The elements of the networks are nodes (DTEs), links (connecting wires or fibers), and various elements with topological index greater than one, which will route or direct the traffic on the internet. The individual nodes will be
transmitting data as sensor measurements from the nodes and receiving data from a controlling source as actuators that implement the control scheme.
The formulation discussed here has two primary advantages. First, the linear programming formulation can be used to guarantee the solution space in terms of network traffic that will satisfy the rate constraints. The formulation represents a model that can be analyzed and applied as a distributed control system using classical analysis techniques [10].

## 3 An Example - Single Network Connection

As an example, consider the three networks shown in Figure $1, \mathrm{~A}, \mathrm{~B}$, and C , interconnected by a token ring. The constraints resulting from messages exchanged within each network (intra-network) are shown in (2). In this case, the upper bound, $B W_{\lambda}$, would be the situation with only this type of traffic. As other traffic appears on the network, the operating point for $I_{i j}$ would be less than $B W_{\lambda}$.

$$
\begin{equation*}
\sum_{i=1}^{n_{\lambda}} \sum_{\substack{j=1 \\ j \neq i}}^{n_{\lambda}} I_{i j} \leq B W_{\lambda}, \quad \lambda=1,2,3 \tag{2}
\end{equation*}
$$

The incoming (received) messages are bounded as shown in (3).

$$
\begin{equation*}
\sum_{i=1}^{n_{k}} \sum_{j=1}^{n_{\lambda}} \sum_{\substack{k=1 \\ k \neq \lambda}}^{m} R_{i j k} \leq B W_{\lambda}, \quad \lambda=1,2,3 \tag{3}
\end{equation*}
$$

The outgoing (transmitted) messages are also bounded as shown in (4).

$$
\begin{equation*}
\sum_{i=1}^{n_{\lambda}} \sum_{j=1}^{n_{k}} \sum_{\substack{k=1 \\ k \neq \lambda}}^{m} T_{i j k} \leq B W_{\lambda}, \quad \lambda=1,2,3 \tag{4}
\end{equation*}
$$

In the following, the notation will be simplified by using $R$ and $T$ for the traffic of (3) and (4). The three networks are connected, in this example, by a ring, Network 4. Therefore:

$$
\begin{equation*}
R+T \leq B W_{4} \tag{5}
\end{equation*}
$$

where

$$
\begin{align*}
& T=T_{12}+T_{13}+T_{23}+T_{21}+T_{31}+T_{32}  \tag{6}\\
& R=R_{12}+R_{13}+R_{23}+R_{21}+R_{31}+R_{32} \tag{7}
\end{align*}
$$

The formulation of the underlying problem is straightforward. There are several issues to deal with for a successful implementation.
(1) The clustering of groups of networks to isolate the most critical paths or links increases the accuracy of the result.
(2) The dimensionality of the result of (1) must be considered. This is not a particularly difficult problem in the design stage. However, if an on-line real-time implementation is required, it can be a computational problem. The problem is primarily one of distributing the necessary computation appropriately.
(3) The delays or latencies of the individual network elements must be determined, tested and evaluated. The operation on a real-time distributed control system requires the use of the elements in a somewhat different manner than a typical information network.
(a) The information network allows buffering because the dynamics are not critical as they are in a discrete control or compensation scheme.
(b) The information allows message classes providing for the ability to kill certain datagrams or frames after a certain amount of time has passed. While a certain amount of such messaging may be permitted on the distributed network, the fundamental control application must be satisfied within the domain of feasibility.
(4) The typical distributed control system uses different types of networks resulting in different protocols, frame sizes, etc. Thus, it is necessary to be able to calibrate the various parts of the model from existing system implementations. This is an area of current research that has motivated this paper.


Figure 1: An example network.
As an example, consider the four networks of Figure 1. The total system constraints resulting from messages exchanged within each network (intra-network) are shown in (9), (10), (11) and (12):

$$
\begin{align*}
& I_{1}+I_{2}+I_{3}=\text { Total intra-network traffic }  \tag{8}\\
& I_{1}+T_{12}+T_{13}+R_{12}+R_{13} \leq B W_{1}  \tag{9}\\
& I_{2}+T_{21}+T_{23}+R_{21}+R_{23} \leq B W_{2}  \tag{10}\\
& I_{3}+T_{31}+T_{32}+R_{31}+R_{32} \leq B W_{3} \tag{11}
\end{align*}
$$

Also, for Network 4:

$$
\begin{equation*}
T_{12}+T_{13}+T_{21}+T_{23}+T_{31}+T_{32} \leq B W_{4} \tag{12}
\end{equation*}
$$

The problem formulated to this point is a set of five constraints and nine dimensions. This is difficult to picture and draw on a two-dimensional paper. Consider the situation from Network 1 as connected to all other networks. $T_{1 n}$, is all transmitted inter-network traffic, and $R_{1 n}$ is all received inter-network traffic on Network 1. This formulation is given mathematically in (13).

$$
\begin{equation*}
I+T_{1 n}+R_{1 n} \leq B W_{1} \tag{13}
\end{equation*}
$$

The situation with (13) is shown graphically in Figure 2.


Figure 2: Constraints for Network 1 as a function of the remaining network.

In Figure 2, the solution must exist within the area indicated extending out from the origin, in the quadrant with all positive values, to the plane that intersects each axis at the bandwidth, $B W_{1}$. In linear programming terms, this is the domain of feasibility. Four obvious operating points (vertices) are: (1) No traffic, (2) $I_{1}=B W_{1}$, (3) $R_{1 n}=B W_{1}$, and (4) $T_{1 n}=B W_{1}$. These demonstrate self-consistency.

Each network or cluster has a set of relationships as given in (9) through (12). If it is a network, the bandwidth is given by specifications. If it is a cluster, an analysis must be done on the cluster first. The analysis is similar to the network analysis that will be discussed later. The primary consideration in isolating a cluster (or multi-linked network) is the set of links that attach it to the remainder of the network. This is a problem of identifying the bridges in the spanning tree.

## 4 An Example - Multiple Network Connections

With the three networks of Figure 1, each has only one link to the remainder of the network. Consider the network of Figure 3, where Network 1 has two paths or links connecting it to the balance of the network.


Figure 3: Network with 2 paths to the balance of the network.

The analysis of Network 1, in Figure 3, simply involves the two links to the remainder of the network (the outside world).

$$
\begin{equation*}
I_{1}+T_{a n}+T_{d n}+R_{a n}+R_{d n} \leq B W_{1} \tag{14}
\end{equation*}
$$

The concept of the optimum operating point can be seen from Figure 2. The portion of plane at the intersection of the three axes and the $B W_{1}$ point represents the maximum traffic that can occur on the network with no latency (delay) and no buffering. The portion of the plane that intersects with the positive quadrant is on the boundary of the domain of feasibility. Thus, the three points indicated earlier represent extremes in the indicated directions. For example, if $I=B W_{1}$, there can be no $T$ or $R$ traffic. If there must be some $T$ or $R$ traffic, then the $I$ traffic must be reduced to accommodate the additional traffic. The possible reductions in $I$ traffic while maintaining the maximum network traffic is a point lying on the plane indicated in Figure 2.

In general, the process of (9) and (14) is extended to include each externally connected node.

The plane of Figure 2, must satisfy the following simple relationship giving the locus of optimum operating points.

$$
\begin{equation*}
a I+b T+c R=B W_{1} \tag{15}
\end{equation*}
$$

where $a, b, c \geq 0$, and $I, T, R \geq 0$.
There are three (3) primary assumptions under the strict operation as described above. These are:
(1) There is no buffering at any node.
(2) Delays (latencies) can not be tolerated.
(3) There are no zero class messages, packets, etc, that can be "dropped" under heavy traffic conditions.

There are also several implicit assumptions in the problem structure that will facilitate the type of system and traffic conditions as imposed above.
(1) Many terminal nodes have correlated transmit/receive traffic.
(2) The routing scheme is known a priori under ideal (no failure) conditions, i.e., fixed routing using a successor matrix.
(3) Many terminal node transmission schedules are correlated.

## 5 The Application

Three major functions of the control type of application are (1) feedback loops [15], (2) system synchronization, and (3) multi-level control. In the feedback case, there is a sensor for measurement of the physical system which is fed to a computer which computes a control signal that is fed to an actuator to input to the physical system. This completes the loop around the physical system where the elements of the loop are interconrected by a network or networks.

Under certain circumstances, the sensors and effectors from different parts of the system must be coordinated in time. This coordination or synchronism requires signals that are likely from different networks.

In certain situations, the calculations within the closed loops first discussed contain parameters in the calculations that must be modified in a coordinated manner. This coordination requires measurement data at a supervisory level. This coordination requires information from various networks and/or clusters within the system providing data paths and certain desired topological considerations.

From a systems engineering standpoint, the topology is designed with the data rate requirements. These requirements are then translated into networks as in Figures 1 and 3 , with more networks and interconnections.

The choice of number and type of network is simply to satisfy the specified system data rate and path requirements. The derivation within this paper is verified by mathematical construction. The analysis can be performed analytically and verified by simulation with known capacities, data traffic patterns and the topological design. These are ongoing projects in the Parallel Processing and Computer Networking Laboratory in the School of Engineering at the University of Pittsburgh.

## 6 Summary

A method of modeling a collection of networks, i.e., an internet, has been presented based on data rates. The methodology is based on a captive internet topology. The primary difference in this case is the known traffic rates and the zero tolerance on jitter.

The application of the techniques of this paper to general network interconnections requires some rethinking of the current methods of analysis. However, the application of this methodology provides a powerful tool for network management.
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#### Abstract

A mathematical description of the physical world is required which can explain the brain's actual information-processing morphology and dynamics. On the basis of Huygens' principle we propose such a neural model in which each individual biological neuron is analogous to an artificial neural network of very great complexity. The model provides a mathematical framework in which to describe the informationprocessing properties of living systems.


## 1 Introduction

A theoretical framework is adopted following the line of the French School of Nicolas Bourbaki as previously advocated by one of us [1].This allows problems which have been treated directly and separately in the past to emerge as different manifestations of a general principle which in wavefield physics is known as Huygens' principle of secondary sources $[2,3]$.

In a recent paper, Huygens' principle is related to computability [4]. It is shown that thermodynamic machines or engines described in terms of Huygens' principle may simulate any form of behaviour utilising entropy production. The "category theoretical" formalisation of Huygens" principle [3] set out below may therefore be interpreted as specifying how the signals propagated in a medium change the mappings of any particular form of physical behaviour OP in order to control such a machine, or how such a machine may be controlled in order to compute a particular form of physical behaviour $[4,5]$.

Huygens' Gedankenexperiment for the propagation of a wavefield by the recursive formation of further wavefronts of secondary sources says [6] that the perturbation of the field $F$ that passes through a surface $S$ containing a wave source $S_{\text {or }}$ is identical to the perturbation that is obtained by removing the source and substituting it by an appropriate system of secondary sources $S_{\mathrm{or}}^{\mathrm{S}}$, distributed on the surface $S$. It may be represented using category theory by the
following categorical diagram,

where $\mathrm{OP} F=S_{\text {or }}$ is the particular physical behaviour that connects the sources to the field $F$, and $F(t)=\mathrm{T} F(0)$ describes the means by which the wave-field propagation takes place.
From the diagram

$$
\begin{aligned}
S_{\mathrm{or}}^{\mathrm{S}}=\mathrm{OPT} F(0) & =\mathrm{OPT} F(0)-\mathrm{T} S_{\mathrm{or}}+\mathrm{T} S_{\mathrm{or}} \\
& =\mathrm{OPT} F(0)-\mathrm{TOP} F(0)+\mathrm{T} S_{\mathrm{or}} \\
& =(\mathrm{OP}, \mathrm{~T}) F(0)+\mathrm{T} S_{\mathrm{or}}
\end{aligned}
$$

where $(O P, T)=O P T-$ TOP is the Lie product or commutator and $T$ is a suitable weighting operator. But the syllogistic form of Huygens' principle stated above asserts that in order to correctly describe a particular wavefield phenomenon through the operator OP, $T$ must be chosen to be a Heaviside-like operator so that $T S_{\text {or }}=0$ inside $S$ for example. Such a Heaviside-like operator $T$ appropriate to the Lie product $(O P, T)$ is equivalent to the singular Green's function (Schwartz distribution) that permits the corresponding description of the same phenomenon by means of an integral formula [2]. For example if $F(r, t)$ is
a field of particles at location $r$ such that

$$
F(r, t)=\iint G\left(r, t, r^{\prime}, t^{\prime}\right) S\left(r^{\prime}, t^{\prime}\right) d r^{\prime} d t^{\prime}
$$

where $G\left(r, t, r^{\prime}, t^{\prime}\right)$ is the Green's function, then it has been shown by one of us [7] that

$$
\begin{aligned}
& G\left(r, t, r^{\prime}, t^{\prime}\right)=\frac{1}{2} c \cdot h\left(t-t^{\prime}-\frac{\left|r-r^{\prime}\right|}{c}\right) \\
& \text { (one dimension) } \\
& G\left(r, t, r^{\prime}, t^{\prime}\right)=\frac{c \cdot h\left(t-t^{\prime}-\frac{\left|r-r^{\prime}\right|}{c}\right)}{2 \pi \sqrt{c^{2}\left(t-t^{\prime}\right)^{2}-\left|r-r^{\prime}\right|^{2}}} \\
& \text { (two dimensions) } \\
& G\left(r, t, r^{\prime}, t^{\prime}\right)=\frac{\delta\left(t-t^{\prime}-\frac{\left|r-r^{\prime}\right|}{c}\right)}{4 \pi\left|r-r^{\prime}\right|} \text { (three dimensions) }
\end{aligned}
$$

where $h(x)$ is the Heaviside step function, $\delta(x)$ is the Dirac delta function, and $c$ is the velocity of propagation of signals. The categorical diagram (1) shows, therefore, that a description in terms of Lie products is appropriate to any form of wavefield behaviour [5]. In quantum physics, for example, this description is interpreted as arising from the behaviour of the field bosons in question. Moreover, (1) implies that the inverse transformation $F=(\mathrm{OP})^{-1} S_{\text {or }}$ may exist and is then calculable.

## 2 Application of the Huygens model to a biological neuron

The categorical diagram (2) below shows that a Huygens machine working by entropy production may consist of a hole which opens and closes according to some physical mechanism in say a biological membrane and through which molecules or ions can pass.

Let $S$ be the entropy density and $\sigma^{S}$ be the entropy production which can create or destroy states in the molecular or ionic field; then (1) says that

$$
\begin{array}{ccc}
S(0) & \xrightarrow{\mathrm{OP}} & \sigma^{S}  \tag{2}\\
\mathrm{~T}_{1} \downarrow & & \downarrow \\
& & \\
S(t)=\mathrm{T}_{1} S(0) & \xrightarrow{\mathrm{OP}} & \mathrm{~T}_{2} \sigma^{S}= \\
& & \begin{array}{l}
S(0) \frac{\partial \mathrm{T}_{1}}{\partial t}+ \\
+J^{S} \cdot \nabla \mathbf{T}_{1}
\end{array}
\end{array}
$$

Here $\mathrm{T}_{2} \sigma^{S}$ is the entropy production required to obtain the new behaviour $S(t)$ at the time $t$ and may be calculated in view of the fact that the entropy in an isolated system is governed by the continuity equation

$$
\frac{\partial S}{\partial t}+\nabla \cdot J^{S}=\sigma^{S}=\mathrm{OPS}(0)
$$

where $J^{S}=S v$ is the flux of the entropy over the surface of the hole [4].

The recent work of Zurek [8, 9] demonstrates that entropy provides a suitable "information metric" by which to describe any form of algorithmic behaviour via an entropic system working far from equilibrium. This entropic computational gate working far from equilibrium inside a closed system and requiring a source of free energy may be conceptualised as the traditional Maxwell demon [9].

Consider now a much more complex thermodynamic machine consisting of the membrane of the neural surface on which is located an electric field of charge provided by a system of such holes or computational gates. Diagram (1) says that these holes constitute the set of Huygens' secondary sources needed to control the machine so as to compute the physical behaviour of the system of charges which are themselves a system of secondary sources. Conversely, the system of charges may be used to control the system of holes. In either case, the mathematical description of the machine may be interpreted in terms of a manifold $M$ which is the abstract control surface contained within the structure of a Lie algebra of the formal infinitesimal transformations of a pseudo-group $Q[10,11]$. In other words, the vectorfields on $M$ represent in this case the formal solutions to a set of partial differential equations which define the infinitesimal transformations of $Q$ and which the neuron may be said to be simulating by means of its system of either computational gates or charges (both constitute a wavefield). But the electric field of charges on the neural surface is exactly equivalent to a "Restricted Coulomb Energy Neural Net (RCENN) [12] modelled by means of the expression $\sum_{i} Q_{i} V_{i}$ where $Q_{i}$ and $V_{i}$ are respectively the charges and potentials of the field. The Huygens model, however, uses the actual charges as its components, thereby providing the equivalent of a cortical map on the neural surface. This suggests that biological neurons are probably utilising an 'ultimate' form of evolutionary miniaturisation to achieve their computational effectiveness. Moreover, the occurrence of Heaviside-like operators in the Huygens model suggests a possible explanation for the 'all or nothing' rather than the ' 0,1 ' character of neural firing (see also Appendix B).

## 3 The computational degrees of freedom: spin

What does the Huygens model have to say about the conditions or neural morphology necessary to ensure that such a cortical map on the neural surface is computable and about the nature of its computational degrees of freedom?

In order to answer this question, some consideration must be given to the possibility of a spin associated with each charge on the neural surface. As Feynman has shown, each such spin can be envisaged as constituting a computational switch in a configuration of switches -or digital computer-working by quantum mechanical means [13]. And ultimately each spin itself defines a ray space of rotations in a Hilbert space appropriate to quantum mechanical
(A)

(B) Synaptic button


Figure 1: Neural morphology (taken from Eccles [15])
computation, as described by Deutsch [14]. This implies that each individual charge with spin is itself potentially a universal quantum computer. Such cortical maps are therefore also potentially computer universal [14]. Of course, it may be that the charges on neural surfaces are due to ions without spin in the quantum mechanical sense. Nevertheless, the hole-occupancy of the membrane may be cast into an occupation number representation. In either case, Appendix A indicates that a basis is thus provided for the incorporation of error correction encoding into the Huygens model, with the concomitant evolution of the morphology required to simulate digital processes.
That quantum mechanical considerations may indeed be involved in the control taking place on the neural surface is suggested by the observation that the firing of a neuron causes the release at the synapse of a single synaptic vesicle probabilistically [15] (see Fig. 1). Such a vesicle releases transmitter molecules through the synaptic membrane on a scale of dimensions that is subject to quantum effects. These points are discussed further in Appendix A.

## 4 Neural morphologies of the Huygens model

Suppose it is required that the simulation on the neural surface by means of the cortical map represent some external behaviour. If the field of charges constituting the cortical map is to simulate a particular form of behaviour in accordance with the Huygens model then the neural morphology must be determined from the following considerations. The solution to the set of partial differential equations which define the infinitesimal transformations $Q$ for the simulation taking place can be computed if this simulation is determined by the Jacobi identity or one of its higher forms, for example

$$
\begin{align*}
& (((X ; Y), Z), W)+(((Y, X), W), Z)+ \\
& \quad(((Z, W,), X), Y)+(((W, Z), Y), X)=0 \tag{3}
\end{align*}
$$

where $(a, b)=a b-b a$ is the Lie product or commutator, and $X, Y, Z, W$, etc., are operators by means of which the simulation may be described [10, 11].

Now the Lie commutator in the Huygens model is the exact analogue of the Sejnowski covariant estimator used for computing neural net behaviours [16]. Gutfreund has shown that its use ensures that the solution to a finite set of inequalities or ordering relations (equivalent to the operators $X, Y, \ldots$, above) appropriate to the net can always be found, while the use of other estimators leads in general to biased or inaccurate results [17].

But as Hoffman [18] has pointed out, (3) corresponds to a "tree structure" in Lukasiewicz's theory of parentheses (see Figs. 2 and 3). Such tree structures thus define the Huygens morphologies required to produce the desired simulations. The tree structure indicating how signals should be propagated to give a particular prescribed mapping or behaviour should therefore correspond, in the case
of the neural surface, to the actual dendrite morphology of synaptic spines. (In more complex cases the neural surface corresponding to the manifold $M$ is segmented into submanifolds each with its own morphology or tree structure).

It might therefore be said that a particular morphology 'programs' the cortical map using the configuration of computational gates or entropic holes as its hardware. The model suggests that dendrite morphologies built up as a result of experience should make it possible, through the various combinations of possible vertices or spines, to reproduce simulations of actual experiences along with other variants. These variants may be classed as predictions or fictions, etc.

The Huygens model may also be envisaged as operating on another level where now it is the actual cortices such as the visual cortex which correspond to the mathematical manifold $M$. The morphology still of course involves vertices or Lie group germs [18] (i.e., Lie products in the Jacobi identity or its higher forms) but where each of these is now interpreted as a neuron rather than a dendritic spine. In this case, therefore, it is the morphology of the neurons themselves which determines the actual cortical maps or simulations.
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Figure 2: The tree representing the Jacobi identity higher form, Eq. 3.

## 5 How the morphologies may be linked

We have described how a system of $m$ charges on the neural surface defined by a system of $n$ entropic holes or computational gates corresponds to an $m \longrightarrow n$ mapping relation or to its inverse $n \longrightarrow m$. Thus in order for the two morphologies to simultaneously model a particular physical property correctly, the dendrite morphology of that property must be the inversion of the corresponding neuron morphology. In this case the two levels must be linked [13, 19] one-to-one by means of a set of unit wires, as indeed they are by actual axons which link the neural surfaces to synaptic spines across a synaptic junction. In this case a particular set of neural cortical maps constitutes in effect the computable secondary sources of a particular property of an actual cortical map and conversely. Such an inversion ensures that a mapping or simulation on a cortex is equivalent to an actual external behaviour being simulated.

In such an inversion all the operators $X, Y, \ldots$ in the Jacobi identities or higher forms correspond to the infinitesimal transformations $\{L i\}$ of a Lie algebra $L$ which form a Lie group $G_{L}$ such that

$$
\begin{equation*}
\left(L_{i}, L_{j}\right)=\sum_{k} c_{i j}^{k} L_{k} \tag{4}
\end{equation*}
$$

where the $c_{i j}^{k}$ are complex constants of the information processing dynamics [10]. Thus the action of any particular inversion will allow the behaviour expressible by its morphology to be linearized and expressed in terms of dynamical invariants. Such invariants are undoubtedly the basis of perception and cognition. Indeed, by analogy with the more usual quantum-mechanical description [20], the right hand side of (4) describes the actual firing behaviour of the assembly of axons required to bring about a particular inversion. In such cases (where the dynamics of a system is expressible in terms of a Lie group $G_{L}$ ); Fatmi and Resconi [21] have shown that according to this model the biological system of neurons will constitute a unified, multiplyordered, parallel, non-linear analogue computer capable of simulating translation, rotation, Euclidean movement, affine, gauge and other topological transformations. Moreover its description will be expressible in Lagrangian form, ensuring that it corresponds to a possible physical system.

## 6 The configuration space of the model

Since the two morphologies (dendritic and neuronal) are linked one-to-one by a set of axons, the corresponding set of synaptic mechanisms can be interpreted in the Huygens
model as defining the weighted measures of its configuration space. Since $T$ is a suitable weighting operator chosen to give the prescribed behaviour, in an isolated system where for $t=0 S_{\text {or }}$ is constant, there is a conservation of sources and, therefore, from diagram (1)

$$
\begin{equation*}
S_{\mathrm{or}}^{\mathrm{s}}=\int_{S}(\mathrm{OP}, \mathrm{~T}) F(0) d S=S_{\mathrm{or}}=\mathrm{constant} \tag{5}
\end{equation*}
$$

( $\mathrm{OP}, \mathrm{T}$ ) being the measure in the configuration space for the particular phenomenon in question. As for the configuration spaces for learning and generalisation in "hidden layered neural net" (HLNN) models [22], it is shown below that these map on to the Huygens model; thus the configuration of the latter model provides the means by which to implement input/output maps [5].

In HLNN configuration space [22], the fractional volume $P$ occupied by configurations which implement a specific behaviour $f$ may be written

$$
P(f)=\int d W \rho(W) H_{f}(W)
$$

given a prior density $\rho(W)$ such that

$$
\int d W \rho(W)=1
$$

regions corresponding to the implementation of a specific map $f$ are selected by the Heaviside-like operator

$$
h_{f}(W)=\left\{\begin{array}{l}
1 \text { if } f_{W}=f \\
0 \text { if } f_{W} \neq f
\end{array}\right.
$$

since every point $W$ selects a specific net which implements the map $f_{w}$.
In both HLNN and Huygens models, the theoretical formalism employs Heaviside-like operators to segment the configuration space in order to study a particular simulated property or functional capability. Therefore, in such a configuration space, long-term memory consists of supervised learning in relation to the synaptic weights already established by the totality of experience arriving at the senses, and/or as determined by internal simulations within the domain of that experience, which might be described as 'thought'.

The neuron as amplifier/transducer in the above Huygens model also exemplifies the neural net criterion of Hopfield and Tank that there be a one-to-one relation between the number of amplifiers (one) and possible solutions (one) as in the 'flip-flop' and the ' $n$-flop'. Thus the computation taking place on the neural surface may correspond exactly to the task assignment problem of Hopfield and Tank [23]. In this case the open entropic holes are the configuration of internal amplifiers in the +1 state, and the inputs are the potentials $V_{i}$ appropriate to the system of charges $Q_{i}$, where the $V_{i}$ are a consequence of the actions taking place at the dendritic spines. In other words, each neuron once again contains within itself the germ or mechanism for a solution which is that of an NP complete problem. But since it is
known that once one NP complete problem can be solved, so potentially can any other, each neuron may be classified as a universal computer of the NP complete type.

Furthermore, since each neuron is an amplifier of this type it may be configured into an optimizing circuit which is a matrix of such amplifiers [23]. In each row and column of this matrix, there will be inhibitory connections which provide the constraint that only one amplifier or neuron in any given row and column can be in the +1 state. That is, such a matrix provides the architecture for a system of concurrent computation by individual computers of the NP complete type. Thus the processes taking place on the neural surface in the Huygens model are replicated on yet another level.

## 7 Discussion

If biological brains are implemented in accordance with the Huygens model we have proposed, as the above descriptions and the extensive investigations [ $11,18,24,25,26$ ] of Hoffman indicate to be the case, then the many advantages of Huygens' architecture begin to become apparent.

Brains consist of a hardware implementation of neural net methodologies on a scale such as neural surface cortical maps which it will be very hard to emulate and probably impossible to surpass. This implementation gives immense power; in the human brain it consists of a system of $10^{11}$ linked highly complex neural nets or cortical maps $n \longrightarrow m$ where $n$ is the number of entropic holes and $m$ is the number of charges or ions on the neural surface, even neglecting the quantum-mechanical computational possibilities (see Appendix A).

All forms of signal, whether visual, auditory, tactile, etc., would then be ultimately encoded in the machine in a common representation, the 'reduced Coulomb energy representation', without the need for any internal formal knowledge representation. The representation is implicit in the Huygens model in the way that the common technology of the machine is implemented. It is indeed a knowledge representation since the external behaviour in the form, say, of an auditory or visual wavefield can be replicated exactly by the restricted Coulomb energy wavefields. Such an exact replication is possible by using the totality of the information arriving at the sensors of the machine in the form of both the amplitude and the phase of the incoming waves. That this can be done and does actually occur is shown by Heiligenberg's recent study of coding and processing of electrosensory information in Gymnotiform fish [27]. For navigation and other purposes, the fish utilises the restricted Coulomb energy wavefield produced by its electric discharge organ, which returns from the surroundings onto a set of receptors located on the fish's body surface. Thus, this set of receptors corresponds to the manifold $M$ in the Huygens model as described above.

## 8 Conclusion

Many properties of the Huygens model proposed here appear to be consistent with the brain's neurophysiological morphology. The mathematical transformational properties of this model may thus be used with some confidence to described the information-processing characteristics of living systems.

## Appendix A

In the paper relating Huygens' principle to computability [4], it is shown that under appropriate conditions the entropic holes of the biological membrane of the neural surface may simulate the behaviour of the more usual digital hardware computational gates or 0,1 switches.

A new morphological requirement must be imposed if the brain is to establish the control necessary for such conditions. Since this morphological requirement is additional to those already described, it must therefore operate on levels of scale above and below those already utilised.

On the lower level of scale the charges of the restricted Coulomb energy representation must act like switches in accordance with the Feynman model for a set of charges with spin working as a digital computer by quantum mechanical means [13]. Then according to the Huygens model, the morphology of the brain at the higher level of scale must constitute an inversion of Feynman's model.

Simplistically this suggests that the brain be morphologically divided into two separate sub-brains or supercortices, the left and right brains, corresponding to each spin state 0 and 1 and joined one to one by unit wires at this new higher level (using axons as before). This is indeed the case [15]. In fact Feynman [13] shows that the four primitive logical elements (see Fig. 4) in addition to unit wires, essential to any primitive computing machine are NOT, AND, FANOUT and EXCHANGE. NOT and AND (or just the one element NAND = NOT AND) suffice in the usual 'classical' analysis which assumes there to be two standard voltages representing the local 1 and 0 .

However in the Huygens model these can only be provided by local dynamical invariants, so that FAN OUT corresponding to the Jacobi identity (or one of its higher forms) and the linked morphologies of Sect. 5 are required. This leaves EXCHANGE, as constituted by the Lie products ( $a, b$ ) themselves, as the only possible representations in the Huygens model for the actual Huygens morphology that can be implemented at the level of the supercortices or left and right brains, if simulation of digital computation within the Huygens machine is to be possible [4].

This 'closure' of the Huygens model with the basic Lie products as the fundamental units of the model at both the lowest and highest levels of its information processing morphology not only corresponds with the morphology observed in the human brain, but ensures that (a) the whole brain itself is a complete cortical map and (b) each


| $a$ | $a^{\prime}$ |
| :---: | :---: |
| 0 | 1 |
| 1 | 0 |


FAN OUT

EXCHANGE
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Figure 3: The four primitive logical elements.
and every Lie product or germ is potentially covariant and calculable.

We believe therefore that it ought to be possible to test experimentally the notion that the two supercortices are essential for the proper exercise of the human brain's logical faculties as our model requires. In any event, a consequence of the one-to-one mappings at this new, higher level of the supercortices would be the appearance at the preexisting levels of principal dendrites, one per neuron where required, each having dendritic spines without synaptic connections (since these are now effectively in use in the higher level morphology). This is exactly the observed morphology of the human brain.

In the Huygens model, digital computation seen in terms of spin corresponds to operations $\times$ such that [29]

$$
\begin{aligned}
& \left(B, A_{1} \times A_{2}\right)=\left(B, A_{1}\right) \times A_{2}+A_{1} \times\left(B, A_{2}\right) \text { and } \\
& 2 A_{1} \times A_{2}=A_{1} A_{2}+A_{2} A_{1}=\left\{A_{1}, A_{2}\right\}
\end{aligned}
$$

where the Clifford product or anticommutator $\{$,$\} (the$ quantization products of which in quantum theory are fermions) leads to Clifford algebras in the same way that the Lie product or commutator (, ) leads to Lie algebras. The immediate consequence of this is that brains (where the charges on the neural surface have spin) would behave like spin glasses on an Ising-like model [30]. Sourlas [30] has shown, this additional property would provide the information processing morphology of the Huygens model with the potential of an internal error correcting
code which, under the right conditions, constitutes the first known codes to saturate Shannon's well known cost performance bounds for the transmission of information. And this would ensure that in the Huygens model optimally efficient Gray codes-which are simply connected-are brought into use, rather than those of ordinary binary arithmetic (used in conventional digital computers) which are multiply connected and therefore can be very inefficient [31].

Similarly, this aspect of the switching properties of neural firings will be analogous to fermionic behaviour involving the Pauli exclusion principle. In this case the logical operations will satisfy Wittgenstein's principle [32], namely that the sense of the logical proposition which each firing determines can only be given once, and there is necessarily only one proposition for each fact that answers to it. The consequences are therefore that the neural firing activity appropriate to any such inversion will be minimised, and that the restricted Coulomb energy representation on each neural surface is to be regarded as constituting a unique fact or labelling of such activity. This is essential since in classical computational machines the sets of input and output states must be labelled in some canonical way [14].

A specific case of what would happen on the neural surface in the Huygens model for the above morphologies is given in Appendix B with respect to the simulation of a solution to a boundary value problem. This is in accordance with Bowden's [33] identification of Huygens' principle with Kron's method of 'tearing', the solution of a boundary value problem by its division into the solution of appropriate sub-problems and a problem on the intersection network by means of which the subproblems overlap [34]. It is chosen to illustrate in detail the behaviours that are possible on a neural surface in the Huygens model, because Kron's method is a well established and well validated if little known problem solving methodology that has been recently employed for concurrent information processing on transputer arrays [35].

Finally it seems reasonable to postulate a yet higher morphology in which the charges are universal quantum computers in accordance with the Deutsch model [14]. These would require the existence of weighting operators $W$ such that

$$
\begin{equation*}
R(F(f))=W(R(f)) \tag{6}
\end{equation*}
$$

for each vector $f$ in the Hilbert space; $R$ is a rotation in the Hilbert space and represents the simplest possible way of obtaining the associated self-adjoint linear operator F . Eq. (6) follows from the categorical diagram

for the Huygens model (which would commute under the conditions of the previous morphology for the simulation
of digital computation), and thus results in a similar linearization to that of Eqs. (3) and (4) in the main text. That is, the spin associated with the charge emulates the ray space of the quantum mechanical rotations in Hilbert space. And the inversion of this ray space morphology now occurs in the form of the synaptic vesicles themselves which are an actual morphological dual of the ray space; these are released probabilistically at the synaptic junctions following the firing of a neuron [15]. It has a further morphological requirement that the principal dendrites postulated previously must become grouped into 'columns' or spin states.

That these additional morphologies are actually observed provides further evidence that the Huygens model may indeed furnish a basis on which to describe the information processing taking place in brains. Their existence also leads to a truly astonishing assessment of the potential computational powers of the human brain since each charge on the neural surface is then potentially a universal quantum computer 'programmed' or controlled by means of the synaptic vesicles. It appears to have reached the limits of what is conceivably possible and leaves in no doubt the statement that human brains are the most complex organised systems ever devised and, perhaps, that it may be possible to devise. We can only gaze in awe at Nature's evolutionary triumph of technology.

## Appendix $B$

Bowden's identification of Huygens' principle with Kron's method [34] of 'tearing' (the concurrent solution of a boundary value problem by its division into the solution of appropriate subproblems together with a problem on the intersection network by means of which the sub-problems overlap) centres on the commutative diagram corresponding to Huygens principle [4]. Thus,
where $Z$ is the block diagonal system matrix of the boundary value problem;
$Y$ is the intersection network system matrix;
$C^{\prime}$ is the partitioned connection matrix $\left[C 1, \ldots, C^{\prime} k\right]$ and $C$ is the corresponding covector;
$x$ is the partitioned vector of subsystem solutions;
$y$ is the intersection network solution vector;
$b$ is the partitioned vector of subsystem boundary conditions;
$c$ is the vector of intersection network boundary conditions.

If it is required to solve for the ith system only, then $s$ will take the special form $[0, \ldots 0,1,0 \ldots 0]$ where 1 is in the ith position only and the intersection vector is a holographic field of secondary sources containing all the information from the boundary conditions.

Thus we may identify each $s$ in the special form with the opening or closing of an entropic hole on the neural surface; the intersection vector in the form of a holographic field containing all the information from the boundary conditions is stored on the neural surface as a dynamic field of charges $Q_{i}$ subject to potentials $V_{i}$. In fact, if we consider the electrostatic equation

$$
\operatorname{div} D=\rho
$$

where the charges $\rho$ are contained within a surface defined by $s$, then the secondary sources necessary to reproduce the field outside the surface are given from Huygens principle by

$$
\begin{aligned}
S_{\mathrm{or}}^{\mathrm{S}} & =(\operatorname{div}, s) D \\
& =\operatorname{div}(s D)-s \operatorname{div}(D) \\
& =D \operatorname{div}(s)
\end{aligned}
$$

and

which gives the field $D$ in the region outside the surface in terms of the secondary sources on the surface which in their turn are calculated from the original sources $\rho$ inside. The similarity with the earlier commutative diagram for Kron's method is clear.

Moreover, since the submatrices $Z_{i}$ in a higher dimension are themselves of the form

$$
\left|\begin{array}{ll}
Z & C \\
C^{\prime} & Y
\end{array}\right|
$$

where $Z$ is block diagonal, this recursive behaviour extends naturally to the solution of multi-dimensional systems, in the manner that the Huygens morphology of the brain requires. Then the firing of a neuron corresponds mathematically to a function of the type s defined with respect to a larger boundary value problem relating to a cortical map on a cortex.
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#### Abstract

A key problem of finding the most complete and useful theory of consciousness may revolve around how to empirically determine different styles or states of consciousness and how to incorporate these within a single paradigm. This was our motivation to start examination of EEG correlates of some activities or substates of consciousness which occur spontaneously or are induced artificially. Our investigations demonstrated more or less characteristic features in 25 subjects practicing the transcendental meditation program (increased $\beta$ power in prefrontal region, increased $\theta$ power in left frontal and right temporal regions, increased $\alpha$ power in both temporal regions, and correlation between increased $\alpha$ power and decreased correlation dimension), 6 subjects with 4 types of spiritual music provided to induce musicogenic states (with significant changes in only 3 cases out of 24 , where increased $\theta$ and $\alpha$ power was observed in only those subjects who have described their musical experiences as very pleasant), 28 subjects of relaxation induced by microwave resonance therapy applied to corresponding acupuncture points (with slightly decreased EEG power in all frequency bands, especially in the left central region, which can be ascribed to higher activation of the stimulated left circulatory part of the acupuncture system; it should be also noted that persons not previously subjected to this treatment responded stronger, presumably as a consequence of the more imbalanced acupuncture system), 5 healer/healee, noncontact interactions (with increase in the maximum mean coherence of their EEG patterns in the $\alpha$ band observed only in short 4 s time intervals), and 30 subjects for monitoring alertness/drowsiness level (with implemented automatic procedure of the neural network classifier to assess the correlation between $E E G$ power spectrum fluctuations related to changes of vigilance level, demonstrating linear separability of the states of alert wakefulness and drowsy wakefulness, allowing very fast data processing and possible real time applications in clinical practice). New technologies applied to the EEG may permit rapid and reproducible identification of different styles or states of consciousness. Such a tool might be useful in evaluating the effectiveness of different techniques for stress reduction and for altering expressions of consciousness.


## 1 Introduction

The key problem of any future theory of consciousness is how to incorporate altered states of consciousness [1-3] (REM sleep, meditation, hypnosis, psychedelic drug influence, some psychopathological states, near-death experiences, ...) within a new paradigm. It should be pointed out that purely biochemical mechanisms of the extended reticular-thalamic activating system (serving as a selector
and amplifier of the conscious content out of many other currently processed nonamplified contextual unconscious contents) are not accelerated up to several orders of magnitude, as the subjective time sense is dilated in altered states of consciousness - in respect to the normal awake state. According to the biophysical model for altered states of consciousness (proposed by one of us, D. R. [4-6]), the electromagnetic (EM) component of ultralowfrequency (ULF) brainwaves, related to "subjective" reference frame
of consciousness, enables perfect fitting with narroweddown limits of conscious capacity in normal awake states and very extended limits in altered states of consciousness - due to the biophysical relativistic mechanism of dilated subjective time base. In this model, consciousness is subtle internal display in the form of EM component of the "optical" microwave (MW)/ULF modulated quantum holographic neural network-like acupuncture ionic system, in which a complete information (both conscious and unconscious) is permanently coded from brain's neural networks, as a spatio-temporal pattern resulting from changes of the electrosynaptic interconnections in the neural networks of the brain.
Then, according to this model, altered states of consciousness are a consequence of partial displacement of the MW/ULF ionic acupuncture system outside the body (when the embedded EM component of ULF brainwaves is propagating through this weakly ionized structured gaseous medium of low-dielectric relative permittivity, $\varepsilon_{r} \approx 1$ ), while normal states of consciousness (alert state, non-REM sleep, ...) are achieved when there are no such displacements (when brainwaves are propagating only through the structured brain tissue of high-dielectric relative permittivity, $\varepsilon_{r} \gg 1$ )! The displaced ionic structure in this model must have a form of weakly ionized gaseous "optical" MW/ULF neural network, for continually inflowing ULF information from the brain's neural networks to be "subjectively" recognized. Also, such ionic neural network may behave as an optical sensor, which can even perceive an environment extrasensory, as reported by reanimated persons [3].

The afore-mentioned relativistic mechanism also enables the dream-like mixing of the normally conscious and unconscious contents in altered states, due to the relativistic Doppler mapping of EM component of the "objective" ULF brainwaves power spectrum on the zero-degenerate frequency "subjective" one - revealing their psychological significance: in dreams one has continuous access and more efficient "subjective" integration of normally conscious and unconscious contents, giving rise to integration and growth of human personality (otherwise divided into conscious and unconscious associative "ego states"), which also results in alleviation of emotional conflicts. Therefore, meditation, as a prolonged altered state of consciousness, enables more efficient "subjective" integration of human personality, this being its major role in the growth of human personality.

Even most peculiar spatio-temporal transpersonal interactions are predicted in transitional states of interchange of normal and altered states of consciousness (when brainwaves traverse from high-dielectric ( $\varepsilon_{r} \gg 1$ ) to lowdielectric ( $\varepsilon_{r} \approx 1$ ) state or vice versa, the relative velocity $v=c_{0} / \sqrt{\varepsilon_{r}}$ of "subjective" reference frame being therefore subjected to abrupt change in short transitional period $\tau \sim 0.1 \mathrm{~s}$, with "subjective frame" acceleration $\sim c_{0} / \tau \sim 10^{9} \mathrm{~m} / \mathrm{s}^{2}$ ) - due to the relativistic generation of so-called wormholes in highly noninertial "subjective"
reference frame - fully equivalent, according to Einstein's Principle of equivalence, to extremely strong gravitational fields where generation of wormholes (or Einstein-Rosen space-time bridges, whose entrance and exit could be in very distant space-time points) is theoretically predicted [7]. It should be pointed out that apart from the EM field, the displaced part of ionic acupuncture system (in the form of MW/ULF ionic neural network, having the "optical" sensory function), must also be tunneled in such (acausal) interactions of consciousness with distant events in spacetime!

This was our motivation to start examination [8] of EEG correlates of transcendental meditation, musicogenic states, microwave resonance relaxation, healer/healee interaction, and alertness/drowsiness, as some of relatively easily reproducible altered states of consciousness.

## 2 Method

Electroencephalographs were recorded in electromagnetically shielded room by a MEDELEC 1A97 EEG machine, with lower and upper band-pass filter limits set at 0.5 Hz and 30 Hz , respectively. $\mathrm{Ag} / \mathrm{AgCl}$ electrodes with impedance less than $5 \mathrm{k} \Omega$ were placed at 16 locations ( F 7 , F8, T3, T4, T5, T6, Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O 2 ) according to the International $10-20$ system with average reference. The EEG outputs were digitized with 12 -bit precision at a sampling rate of 128 Hz per channel using A/D converter Data Translation 2801.

The length of each EEG-trace was 60 s ( 7680 points). Time-varying EEG spectra (spectrograms) with 0.5 Hz resolution were calculated by the MATLAB program using a 256 -point FFT algorithm performed on 2 s Hammingwindowed, half-overlapped epochs. An array of EEG partial power spectra for each subject and each derivation was computed by integration by the trapezoidal rule of the spectrogram over the five frequency bands: $\delta(1-4 \mathrm{~Hz}), \theta$ (4$8 \mathrm{~Hz}), \alpha(8-13 \mathrm{~Hz}), \beta_{1}(13-18 \mathrm{~Hz})$, and $\beta_{2}(18-25 \mathrm{~Hz})$.

### 2.1 Transcendental meditation

In transcendental meditation (TM), normally practiced for periods of twenty minutes twice a day, the subject is instructed to sit quietly with eyes closed and is then taught to repeat a certain type of sound or "mantra" according to a particular definite set of instructions. The mantras are a set of short speech sounds, meaningless in themselves, preserved by an ancient vedic tradition and assigned to individuals by the instructor on the basis of a set of objective rules which is trained to apply. They are chosen so as to "resonate" with the structure of an individual nervous system.

Subjectively, the meditator usually reports an immediate sense of bodily quiet and relaxation. An important feature of the subjective experience of the TM technique is the "expansion" of consciousness [9]. As the mantra is experienced in successively finer stages, subjects report that
the spatial extent of conscious self-awareness, which ordinarily seems to be localized in the area of head and upper body, undergoes a progressive expansion.

Wallace, Orme-Johnson, and Farrow [10], among others, have reported physiological changes during the practice of the TM technique that are consistent with these predictions, such as reduced oxygen uptake, reduced $\mathrm{CO}_{2}$ elimination, constant respiratory quotient, reduced respiratory minute ventilation, reduced respiratory frequency, reduced hearth rate, increased basal skin resistance, and EEG changes indicative of alertness. Wallace was led to propose that the TM technique produces a fourth major state of consciousness in which the mind remains alert while mental activity reaches a least excited state.

The study was carried out on 25 healthy adult volunteers who had been practicing the TM technique from 0.2 to 25 years, with a mean of 7.2 years. There were 15 males and 10 females, whose ages ranged from 17 to 68 years with a mean age of 32 years. All subjects were free of any medication. Prior to the experiment, subjects were informed verbally about all aspects of the experimental procedure.

The experiment was conducted in a soundproof room, dimly lit for observation. Subjects were seated comfortably. Each recording session was divided into two sequential periods: (1) relaxing 5 min with eyes closed and (2) meditating 15 min . During those periods two random samples, one minute each, were recorded for every subject. The EEG record was stored on a hard disk.

### 2.2 Musicogenic states

The study of the perception of music is a paramount example of multidisciplinary research, in which musicians, psychologists, neurobiologists, physicists, and engineers must communicate and work together. This study comprises three broad problem areas [11]: (a) perception of musical tones; (b) interpretation of acoustical information relevant to music; and (c) emotional response to musical messages. In the past two decades, a considerable mutual integration of these three problem areas has taken place, due to the progress in the understanding of general human brain functions, and the recognition that in the conscious state even the simplest perceptual events are bound to trigger operations that involve the brain as a whole.

It should be also pointed out that one of the most profound consequences of the evolution of human brain functions (and human consciousness itself!) has been the emergence of systematic postponing of behavioral goals and rearrangement of behavioral priorities. This led to conflicts between cortical functions and those of the limbic system: while in animals the limbic system is mostly activated by environmental and somatic input, in humans it can also respond to internally evoked images displayed on the cortex during the process of thinking. As motivation and emotion are integral manifestations of limbic function (assuring that all cortical processes are carried out so as to be of maximum benefit of organism, through the extended reticular-
thalamic activating system [12]), in humans they can be triggered with no relationship to the instantaneous state of the environment. It is along this line that we should seek a lead toward understanding the human emotional response to music (and to art in general!), when the messages therein seem to be of no obvious survival value [11]. It might even be that deep artistic experiences of spectators could have strong spiritual note through spontaneous spectator's mental addressing on the masterpiece (exciting him in transitional state of consciousness), and through it on the illuminating idea related to the artist in the moment of masterpiece creation [5].

This motivated us to address our question on similar possible neurobiological origin of musicogenic altered states of consciousness, induced by deep spiritual music of different cultures [13], and its possible EEG correlates. The analogous more frequently used physical mechanisms for sound-induced altered states of consciousness is an introspective repeating of a certain type of sound or "mantra", which is chosen so as to "resonate" with the structure of an individual nervous system [9]. The sound resonances within the human lobe would be then achieved through a formation of standing sound waves, with principal harmonic (of $\sim 1000 \mathrm{~Hz}$ ) having its maximal amplitude in the centre of the lobe cavity, i.e. around the region of limbic system - therefore inducing the local stimulation of thalamic formation through some mechano-chemical receptors (to be still specified therein)

The study was carried out on 6 healthy adult volunteers. There were one male and five females, whose ages ranged from 18 to 29 years with a mean age of 25 years. All subjects were free of any medication. Prior to the experiment, subjects were informed verbally about all aspects of the experimental procedure.

The four types of spiritual music were provided to the subjects during experiments: (1) The Indian Bhajan in Sanskrit, (2) The Byzantine Easter liturgy in Greek, (3) The Maronit Song in Arabian, and (4) Mozart's Requiem in Latin.

The experiment was conducted in a soundproof room, with only one music a day. Each recording session was divided into three sequential periods: (1) relaxing 5 min with eyes closed; (2) listening of the music 10 min ; and (3) after listening, 5 min . During those periods three samples, one minute each, were recorded for every subject. The EEG record was stored on a hard disk.

### 2.3 Microwave resonance relaxation

The application of microwave resonance therapy (MRT) in biomedicine is a new trend [14,15], revealing sharplyresonant characteristic eigenfrequencies and sensory responses of the disordered human organism, when applied upon acupuncture points. Such quantum-like coherent characteristics of MRT inspired Sit'ko and coworkers to propose a quantum physics of alive [15,16], considering biological structures as a macroscopic quantum systems
with nonlocal selfconsistent macroscopic quantum potentials, giving rise to nonlinear coherent EM MW longrange maser-like excitations of biological nonlinear absorption medium with the cells as active centers. This quantum picture can be more simply visualized [17] considering acupuncture system as a dynamic structure assembled at the locations of maximums of the interference threedimensional (3D) standing waves resulted in reflections from the skin of the nonlinear coherent EM MW Fröhlich excitations [18] of strongly polarized molecular subunits in the cell membranes and cytoplasmatic proteins, supported also by other investigations which suggest that gating and assembly of gap junctions (of higher density at acupuncture points and meridians [19]) is a dynamic process sensitive to electrochemical potential of the cell [20] - which might be therefore stimulated at spatio-temporal maximums of MW EM field of the organism [17].

In the above context the explanation for the efficiency of the MRT, as a noninvasive biophysical medical treatment, should be sought [17]: some disorders in the organism (related to local changes of dielectric properties of tissues and organs) give rise to deformation in the standing wave structure of the MW EM field of the organism, which influences corresponding changes in the spatio-temporal structure of the acupuncture system, and consequently resonance frequencies of its meridians, resulting in some disease. During MRT therapy, applying the MW source at a corresponding acupuncture point the excited meridian of patient's acupuncture system relaxes to the previous healthy condition, while reaching its normal resonance frequency responses upon the wide spectrum MW source - and following physiological mechanisms of acupuncture regulation (via nervous and endocrine systems [21]) the organism biochemically overcomes the disease.

The MRT was applied by the wide spectrum apparatus POROG-3, and the measurement of frequency was achieved by the narrow spectrum apparatus AMRT-01, adjusted manually. The frequency range of the POROG3 is $52-78 \mathrm{GHz}$. Up to 10 mW low-power microwave generators, of the output power density of $0.2-5 \mu \mathrm{~W} / \mathrm{cm}^{2}$ - much lower than biologically limited $10 \mathrm{~mW} / \mathrm{cm}^{2}$ during 8 hours, as prescribed by USA National Standards, or $10 \mu \mathrm{~W} / \mathrm{cm}^{2}$ during 8 hours, as prescribed by Russian and Ukrainian National Standards [22] - are power supplied by the $220 \pm 22 \mathrm{~V} / 50 \mathrm{~Hz}$ a.c. or the autonomous 4.5 V d.c. The output power density as well as the seance duration significantly influence the MW absorbed dose and corresponding MRT bioeffects, which can be biostimulative for lowlevel therapeutically recommended doses of typical 20 min daily MRT treatments (causing local temperature increases up to $38^{\circ} \mathrm{C}$, with maximally fast bioeffect), and biodepressive and even biodestructive for much higher doses (causing much higher and harmful local temperature increases) [22]. MRT generator was applied on acupuncture points in following order: Du 20 , and the left-side points Li 4 , Pc 6, H 7, and Ap 55, which resulted in relaxation, similarly to the parasympathicus effect [21]. The choice of the
acupuncture points for the relaxation seance was achieved on the basis of well known principles of acupuncture stimulation, characteristics of the chosen points, and the therapeutist experience.

The study was carried out on 28 healthy adult volunteers ( 13 males and 15 females).

The experiment was conducted in a soundproof room, dimly lit for observation. Subjects were laid comfortably. Each session was divided into three sequential periods: (1) relaxing 5 min with eyes closed; (2) MRT 20 min ; and (3) relaxing 5 min with eyes closed. During the first and third periods two random samples, one minute each, were recorded for every subjects. The EEG records were stored on a hard disk.

### 2.4 Healer/Healee interaction

The transitional states of consciousness [5,6] are presumably the basis of most transpersonal phenomena [23] - being really described by seldom practitioners as not subjected to spatio-temporal limitations [24-26] - providing also explanation for their transitional nature and poor reproducibility: they elapse only $\sim 0.1 \mathrm{~s}$, and spontaneous conditions for them are achieved only every 1.5-2 hours, with periodicity of ultradian rhythms which govern the interchange of normal and altered states of consciousness [27]. However, it should be noted that the non-lowdielectric barriers in interaction with the low-dielectric displaced part of ionic acupuncture system are helping in overcoming themselves in such induced transitional states quite opposite to normal experience in usual mechanical interactions - enabling even their deliberate control and prolongation [24,25]!

It should be also pointed out that the ionic nature of the acupuncture system suggests the possibility that ions in air (prana, qi, pneuma!?) can be physiologically effective [28], just through the acupuncture ionic system and biophysical mechanisms that lie in the basis of acupuncture regulation [21] (out of them, the positive ions have an catabolic influence (yang) and the negative ones an anabolic influence (yin) $[4,5,17]$ ). So, qi (sometimes erroneously referred as a new kind of biological energy, bioenergy) can be related to ions flowing through the ionic channels of the acupuncture system in the form of MW/ULF ionic currents, with informational content coded in spatio-frequency form of currents and EM fields. It should be pointed out that a lot of experimental phenomena related to external qi gong treatment [29] can be reconciled with the ionic nature of qi. Hence, it seems that the healing process can be related with the transfer of ions between the healer and healee, and/or transfer of the MW/ULF EM information patterns responsible for normal functioning of acupuncture system and overall health [4,5,17]. Also, even distant displacements of healer's ionic structure in remote diagnosis and healing [25] could be expected in transitional states of consciousness.

This was our motivation to start examination [30] of

EEG correlates of the healer/healee interactions, as presumably most intriguing and relatively easily reproducible transpersonal phenomena [29]. This paper presents preliminary results obtained during five healing sessions of one healer. Obtained results will be used to set-up framework of future research.

The study was carried out on one healer and five healthy adult volunteers. There were 3 males and 2 females, whose ages ranged from 24 to 30 years with a mean age of 26 years. All subjects were free of any medication. Prior to the experiment, subjects were informed verbally about all aspects of the experimental procedure.

The experiment was conducted in a soundproof room. Healer and healee were in relaxed state with eyes closed. Subjects had no physical contact. Each recording session was divided into three sequential periods: (1) before the healing session ( 2 min with eyes closed, healer had no activity); (2) during the healing session ( 3 min ); and (3) after the healing session ( 2 min ): During those periods EEGs of healer and healee were recorded and stored on a hard disk.

### 2.5 Alertness/Drowsiness

Two interesting and to great extent related problems are automatic scoring of sleep stages, and detection of EEG segments of reduced vigilance level during awake stages.

The same standards for the visual classifying of sleep stages have been in use over 30 years [31,32]. These standards suffer from severe limitations, and therefore automatic procedures that implement them cannot give satisfying results. Hence, despite the advance of computer technology over the past decades, automatic scoring of sleep stages is far from being solved till now [33]. Man/machine agreement of even the best methods is limited by poor interscorer agreement obtained by comparing results of visual inspection of different electroencephalographers.

The situation is even more vague with the detection of reduced vigilance level segments from EEG recordings. Different approaches have been used to classify the degree of alertness during the awake stages, from subjective ratings, performance tests and neurophysiological measures. Subjective ratings are unreliable because of the fact that feelings such as alertness or drowsiness are poorly defined. Methods based on monitoring performance level like measuring reaction time to some stimuli, cannot give satisfying results as such measurement itself influences the subject's vigilance. It is evident, therefore, that it is the EEG on which the vigilance level estimation should be based. However, there are no universally accepted standards for visual classification of vigilance level during the awake stages, based on EEG traces. This is in contrast to the fact that the changes in EEG frequency bands, and occurrence of patterns assigned to changes of vigilance level, are assumed to be known. Different authors have used different approaches to combine these known characteristic changes in order to form meaningful rules, so further efforts should be obviously directed toward modeling underlying biolog-
ical processes [33].
An effort in this work is done toward finding underlying functional relationship between power spectrum fluctuations related to changes of vigilance level (not used predetermined relationships) in order to estimate vigilance level. This is done by means of neural network classifier. Employing neural network classifier as a structure with modifiable parameters is of benefit for the following reasons: (a) underlying relationships which are assumed to exist, are not known, and are to be found; (b) by supplying the neural network with training sets obtained from recordings on single subjects, the network 'learns" individual patterns characteristic for lower vigilance; and (c) the method can be adjusted to correspond to the results obtained by visual inspection of different experts. This allows interaction between electroencephalographers and machine, that will lead to better understanding of underlying principles and therefore to more efficient standards.

Electroencephalograms of 30 healthy young subjects were recorded. Subjects were aged 20-28 (median: 25); 22 males and 8 females, and have passed neurological screening. Uniformly aged subjects were chosen because EEG changes with age, and universal rules for automatic detection of vigilance level should require much bigger experimental group. Recordings were performed between 2-4 p.m. Subjects were not sleep deprived, nor had any deviations from their usual circadian cycle, and they took no drugs.

Recordings lasted from 15 to 30 minutes, depending on subject's level of drowsiness i.e. frequency of occurrence of low vigilance segments on corresponding EEG traces. Subjects were not allowed to fall asleep (i.e. further from stage I of slow wave sleep - drowsiness). We required at least two minutes of low vigilance level in total EEG time. EEG signals were analyzed off-line, and epochs without artifacts, characteristic for full wakefulness and for lower vigilance were cut by experienced electroencephalographer and pasted to form two-minute long segments used, one as a representative of normal fully awake state (alert wakefulness), and another one as a representative of drowsy wakefulness.

## 3 Results

### 3.1 Transcendental meditation

The representative examples of spectral arrays in our subjects ( $\mathrm{N}^{\circ} \mathrm{s} 1$ and 12 ) with slow $\alpha$ activity and $\theta$ burst during meditation, respectively, are shown in Fig. 1(a, b).

The comparison of the medians of partial EEG power for one derivation was performed using Wilcoxon matched pairs test. Fig. 2 shows the spatial distribution of the changes (z-scores) over the whole head. Shaded areas indicate the fields that have significant power increase. The primary sources of differences were the left frontal region ( $\mathrm{F} 3, z=3.24, p=0.001$ ) in $\theta$ band, right temporal region (T4, $z=2.65, p=0.008$ ) in $\alpha_{1}$ band, left temporal


Figure 1: (a) Compressed power spectral arrays of the EEG for subject 1 obtained from the electrode P3 before and during meditation, showing the slow $\alpha$ waves at 8 Hz ; (b) Compressed power spectral arrays of the EEG for subject 12 obtained from the electrode F3 before and during meditation, showing a $\theta$ burst at 6 Hz .


Figure 2: The topographic mapping of significant ( $p<$ 0.05 ) $z$-values of partial EEG power for each frequency band for the meditation study: $\theta(4-8 \mathrm{~Hz}), \alpha_{1}(8-10.5 \mathrm{~Hz})$, $\alpha(8-13 \mathrm{~Hz})$, and $\beta_{1}(13-18 \mathrm{~Hz})$; Wilcoxon matched pairs test; inverse distance method.
region (T3, $z=2.73, p=0.006$ ) in whole $\alpha$ band, and left prefrontal region ( $\mathrm{Fpl}, z=2.59, p=0.01$ ) in $\beta_{1}$ band.

Spatial distributions of medians of correlation dimension over the whole head before and during meditation are given in Fig. 3. Although there are no statistically significant changes, a decrease in correlation dimension in right frontal and left parietal regions is obvious. In Fig. 4 the z-scores obtained by comparison of the medians of correlation dimension of each channel of every subject, prior and during meditation is given. Wilcoxon matched pairs


Figure 3: Spatial distribution of the correlation dimension before and during meditation.

## test was applied.

The present study confirms previous reports [10,34-37]. The meditators as a group displayed a significant increase of $\theta$ activity $(z=2.00, p=0.046)$ over the whole head. In particular, out of 25 meditators, $10(40 \%)$ significantly increased their $\theta$ activity during meditation, and 4 ( $16 \%$ ) significantly decreased. Analysis of each of the 16 derivations separately showed that the prominent $\theta$ wave activity is present in the frontal, central, and right temporal regions at frequency of 8 Hz (channel F3, $z=3.91, p=0.0001$ ). The patterns of $\theta$ frequencies fluctuated. Observed hypersynchronous $\theta$ bursts were similar to the $\theta$ bursts occurring during phases of emotional excitation $[38,39]$.


Figure 4: The topographic mapping of $z$-values of correlation dimension for meditation study; Wilcoxon matched pairs test.

The consistent changes in the other frequency bands were not observed in meditator group as a whole. Out of 25 subjects, 12 ( $48 \%$ ) significantly increased their slow $\alpha$ activity ( $8-10.5 \mathrm{~Hz}$ ) during meditation, and 4 ( $16 \%$ ) significantly decreased. The prominent slow $\alpha$ activity occurred in right frontal, central and temporal regions. During TM, there was a significant increase of $\alpha$ activity in 13 ( $52 \%$ ) experimental subjects and significant decrease in 7 ( $28 \%$ ), most frequently in temporal region (T3-T4). The increase of slow $\alpha$ activity during the TM technique is apparently due to the nature of the technique, which according to adherents involves the increasingly abstract experience of quieter levels of mental activity, attained without concentration or procedures of controlling the mind [40]. Increased orderly functioning of the frontal and central regions of the brain may be correlated with this improvement in mental abilities, especially since these brain areas are known to be responsible for such activities as sensorymotor integration, memory, cognition, concentration, judgment, and volition [36]. Those changes may not necessarily occur in long-term meditators. The subjects also showed a significant increase of prefrontal $\beta$ activity.

Many of the previously published papers have reported physiological changes during meditation that seem to characterize substates of wakefulness [9,38,41-43]. Those changes have been interpreted as a support for the fourth major state of consciousness, the restful alertness state, being a combination of restfulness (increase in $\alpha$ and $\theta$ activity) and alertness (increase in $\beta$ activity). This is in accordance with the Ellias and Grossberg model of neuron [44], which predicts that higher input to brain neural network increases frequency and decreases amplitude of oscillations. In this case, appearance of significant $\theta$ component and the
$\alpha$ rhythm slowing may be the result of deprivation of the sensory input. On the other hand, increased $\beta$ power could be a consequence of the increased mental activity.

### 3.2 Musicogenic states

In Table 1, the results of the Wilcoxon matched pairs test for medians of EEG power of all 16 channels, prior and during the listening of music.

In most cases, during the listening of music, the EEG power decrease is observed in various frequency bands. In the three cases (out of 24), a significant power increase in $\theta$ and $\alpha$ bands is registered, in accordance with an intense aesthetic experience in these cases; the two most prominent spectral arrays before, during, and after the listening of music are shown in Fig. 5(a, b).

### 3.3 Microwave resonance relaxation



Figure 6: The topographic mappings of the number of subjects (in \%) of the group 1 (left) and the group 2 (right), having the significant EEG power changes in the: (a) $\delta$ band ( $1-4 \mathrm{~Hz}$ ), (b) $\alpha$ band ( $8-13 \mathrm{~Hz}$ ), and (c) $\beta_{1}$ band ( $13-18 \mathrm{~Hz}$ ), during MRT study. The gradual percentage changes are presented in various degrees of shading, as designated in the insert.

The subjects were classified in two groups: the group 1 (11 subjects) not previously subjected to the MRT treatment, and the group 2 ( 17 subjects) being subjected to the MRT in the past two years.

Both groups of subjects have significant changes in the EEG power over the whole head in the $\alpha$ and $\beta_{1}$ frequency bands, with observation that a percentage of subjects with minor reactions is much less in the group 1. The group 2 has also the significant EEG power changes over the whole head in a $\delta$ frequency range.

| MUSIC | SUBJ. 1 |  |  | SUBJ. 2 |  |  | SUBJ. 3 |  |  | SUBJ. 4 |  |  | SUBJ. 5 |  |  | SUBJ. 6 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\theta$ | $\alpha$ | $\beta_{1}$ | $\theta$ | $\alpha$ | $\beta_{1}$ | $\theta$ | $\alpha$ | $\beta_{1}$ | $\theta$ | $\alpha$ | $\beta_{1}$ | $\theta$ | $\alpha$ | $\beta_{1}$ | $\theta$ | $\alpha$ | $\beta_{1}$ |
| 1 | - | - | 0 | 0 | - | 0 | - | $+$ | 0 | + | - | 0 | - | - | - | 0 | - | - |
| 2 | 0 | - | - | - | - | - | - | - | - | 0 | 0 | 0 | - | - | - | X | X | X |
| 3 | x | x | x | $+$ | $+$ | - | - | - | - | 0 | - | 0 | 0 | - | - | - | - | - |
| 4 | 0 | - | - | 0 | - | - | - | - | - | X | X | X | 0 | - | 0 | X | X | X |

+ sign. increase, - sign. decrease, 0 no sign. changes, $x$ not recorded
Table 1: The EEG power changes during the listening of music.


Figure 5: (a) The spectrogram with the observed EEG power increase in the $\alpha$ band and the appearance of slower $\alpha$ frequencies during the listening of music 1 in channel P3 of subject 3; (b) The spectrogram with the observed high EEG power increase in the $\theta$ band during the listening of music 1 in channel T6 of subject 4 .

Within the whole frequency range $(1-30 \mathrm{~Hz}), 37$ channels in the first group and 22 channels in the second group with the power changes in more than $50 \%$ subjects are notified. The changes are evident in $\delta, \alpha$, and $\beta_{1}$ frequency bands. The most prominent power changes in all frequency bands are observed in the channels 3 (T3), 11 (C3), and 12 (C4) of the group 1, and in the channels 6 (T6), 9 (F3), 11 (C3), and 13 (P3) of the group 2. The channels 3 (T3), 11 $(\mathrm{C} 3)$, and $15(\mathrm{Ol})$ of the group 1 , and the channels $6(\mathrm{~T} 6)$ and $11(\mathrm{C} 3)$ of the group 2 have power changes in more than $50 \%$ subjects in 4 out of 5 frequency bands. In both groups of subjects, a decrease in the EEG power is more frequently observed than an increase. As an illustration, in Fig. 6(a-c) the topographic mappings of the number of subjects (in \%) having the significant EEG power changes in the $\delta, \alpha$, and $\beta_{1}$ frequency bands, for the two groups of subjects are presented.

The changes in coherency are not too significant. Regarding the complete group of subjects, in $\delta$ frequency range the changes are observed in the backward temporal (T5 and T6), parietal ( P 3 and P4), and occipital ( O 1 and O2) regions in $25 \%, 25 \%$, and $42 \%$ of subjects, respectively. The changes in frontal region (F3 and F4) within $\alpha$ frequency band are observed in $29 \%$ of subjects, and in occipital region ( O 1 and O 2 ) within $\beta_{1}$ frequency band in $25 \%$ of subjects. Most prominent changes, over the whole frequency interval ( $1-30 \mathrm{~Hz}$ ), are registered in occipital re-
gion ( O 1 and O 2 ). A decrease in the coherency is generally observed.

The examples of spectral arrays in our subjects ( $\mathrm{N}^{\circ} \mathrm{s} 7$ and 18), showing the decrease in the EEG power after MRT treatment, are shown in Fig. 7(a, b).

### 3.4 Healer/Healee interaction

The healer's EEG at the beginning of each of five sessions exhibited similar properties (Fig. 8). The specific pattern of this slow fluctuation is not due to the cortical activity, but to intensive neuro-vegetative reaction. This reaction is accompanied with the changes of skin resistivity, which is the greatest at the parietal and temporal brain sites.

The healer's power spectrum exhibited some changes in $\theta$ region, the greatest being at frontal brain sites (Fig. 9(a)). The healee's power spectrum during the session exhibited changes in $\theta$ region at frontal brain sites too (Fig. 9(b)).

The Man-Whitney U-test was used to analyse coherence spectral arrays. Significant changes in 3 out of 5 experiments were observed. Changes were most pronounced at channel T3 (both healer's and healee's). However, due to their small values, medians of coherence time series (30$50 \%$ ) were not taken into consideration. Increase of coherence occurred only in short intervals. Epochs of 4 s , before and during the session were used to estimate maximum coherence value in $\alpha$ and $\theta$ bands. Results are summarized


Figure 7: (a) Compressed power spectral arrays of the EEG for subject 7 obtained from the electrode C3 before and after MRT treatment, showing the decrease in the EEG power in all frequency bands; (b) Compressed power spectral arrays of the EEG for subject 18 obtained from the electrode T3 before and after MRT treatment, showing the decrease in the EEG power in $\alpha$ band.

|  | $\theta$ BAND |  |  |  |  | $\alpha$ BAND |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUBJ. | BEFORE | DURING | AFTER |  | BEFORE | DURING | AFTER |  |
| 1 | $73 \%$ (T3-T3) | $82 \%$ (F4-F4) | $75 \%$ (T3-T3) |  | $70 \%$ (O2-O2) | $78 \%$ (F3-F3) | $76 \%$ (P4-P4) |  |
| 2 | $73 \%$ (P4-P4) | $70 \%$ (O2-O2) | $69 \%$ (P4-P4) |  | $78 \%$ (T4-T4) | $84 \%$ (O1-O1) | $83 \%$ (T3-T3) |  |
| 3 | $74 \%$ (F4-F4) | $72 \%$ (P3-P3) | $81 \%$ (T3-T3) |  | $79 \%$ (O2-O2) | $92 \%$ (O1-O1) | $84 \%$ (O2-O2) |  |
| 4 | $71 \%$ (F4-F4) | $78 \%$ (F3-F3) | $71 \%$ (F3-F3) |  | $81 \%$ (F3-F3) | $82 \%$ (O2-O2) | $77 \%$ (P4-P4) |  |
| 5 | $77 \%$ (F4-F4) | $81 \%$ (P3-P3) | $74 \%$ (O2-O2) |  | $80 \%$ (T3-T3) | $74 \%$ (F3-F3) | $84 \%$ (O1-O1) |  |
| mean | $74.6 \%$ | $76.6 \%$ | $74.0 \%$ |  | $77.6 \%$ | $82.0 \%$ | $80.8 \%$ |  |

Table 2: Maximum mean coherence in $\theta$ and $\alpha$ bands for 4 s time epochs, before, during, and after the healing session.
in Table 2. Increase of maximum coherence in $\alpha$ band was $6-13 \%$ for subjects 1,2 , and 3 , while $4.4 \%$ for the whole group.

An example of synchronized EEG signals of healer and healee 3 during the treatment, as well as the corresponding phase diagrams and coherence diagrams are shown in Fig. 10. The phase difference at frequencies with maximum coherence is $180^{\circ}$.

### 3.5 Alertness/Drowsiness

Single layer perception neural network was used for vigilance level assessment. Training and test input vectors were made from one two-minute long segment of alert wakefulness and one of drowsy wakefulness. The state of alert wakefulness was assigned the value of 1 , and the state of drowsy wakefulness was assigned the value of 0 . These values were supplied to the network as desired output values during the training session.
Segments of 30 s of both recording were used to construct training sets. The network was tested on the rest 90 s of each recording. To achieve high processing speed it was necessary to make input vectors of low dimensionality. Also, it was necessary to make the components of input vectors to be easy to compute. Thus, the power spec-
trum characteristics were used to form input vectors. Spectral analysis is the most important and most common technique in EEG time series analysis [45]. Due to great interindividual variations in total power, the relative values were computed, i.e. the power in each frequency band was divided by the total power in all bands.

The slowing of dominant $\alpha$ frequency and widening of $\alpha$ peak are assumed to be the most important signs of drowsiness. However, it is not possible to see these events through changes of relative power in $\alpha$ band. Therefore, $\alpha$ band was divided into two bands, $\alpha_{1}(7.5-9.5 \mathrm{~Hz})$ and $\alpha_{2}$ ( $9.75-12.5 \mathrm{~Hz}$ ). These boundaries are carefully chosen so that values of relative power in these bands carry the same amount of information, as does the shift of the dominant $\alpha$ frequency, and widening of $\alpha$ peak.

Boundaries of frequency bands used were as follows: $0.5-3.25 \mathrm{~Hz}(\delta), 3.5-7.25(\theta), 7.5-9.5 \mathrm{~Hz}\left(\alpha_{1}\right), 9.75-12.5 \mathrm{~Hz}$ $\left(\alpha_{2}\right), 12.75-18 \mathrm{~Hz}\left(\beta_{1}\right)$, and $18.25-25 \mathrm{~Hz}\left(\beta_{2}\right)$.

Since it is shown in earlier studies [46] that significant differences in EEG patterns between hemispheres during the drowsiness do not occur, power spectrum was computed from the one hemisphere (right).

Slight vigilance fluctuations can occur in time periods as short as few seconds. Therefore, short time epochs were used to compute power spectrum characteristics. The use


Figure 9: Spectrogram (channel T3) of (a) healer and (b) healee; increase in power is most pronounced in $\theta$ band during and after the healing session.

| FREQUENCY BAND | $\alpha_{2}$ | $\alpha_{1}$ | $\theta$ | $\theta$ | $\beta_{1}$ | $\beta_{1}$ | $\beta_{1}$ | $\beta_{2}$ | $\beta_{2}$ | $\beta_{2}$ | $\theta / \alpha$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ELECTRODE POSITION | O2 | O2 | O2 | F4 | F4 | C4 | O2 | F4 | C4 | T6 | O2+F4+F8+C4+T4 |

Table 3: Combinations of power spectrum values and electrode positions used to form input vectors.


Figure 8: An example of healer's neuro-vegetative reaction at the beginning of session.
of 4 s long epochs provided a good compromise between time and frequency resolution. Frequency resolution was 0.25 Hz , which was good enough to successfully divide spectrum into bands. In order to improve time resolution, epoch overlapping of 2 s was used. Thus, 28 epochs were used for training, and 84 epochs were used for testing.

In order to find the power spectrum characteristics that best reflect the expert's knowledge used for visual classification results from previous studies were consulted as well


Figure 10: An example of short-time EEG synchronization with maximum coherence; channel Ol of healer and subject 3 ; plots of (a) original signal and (b) phase and coherence diagrams.
[46-52]. Characteristics that in combination with perceptron neural net proved to give the most satisfactory results are shown in Table 3. These values were used to form input vectors for both training and testing. Input vectors during the training phase were supplied to the network along with the desired values of output. During training cycle, perceptron neural network assigned the weighting values to each component of the input vectors. These weights were used

|  | SUBJECT |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |
| TRAINING PHASE |  |  |  |  |  |
| $\mathrm{N}^{0}$ of vectors | 28 | 28 | 28 | 28 | 28 |
| $\mathrm{~N}^{0}$ of vectors successfully learned | 28 | 28 | 28 | 28 | 28 |
| Error rate (\%) | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| TESTING PHASE |  |  |  |  |  |
| $\mathrm{N}^{0}$ of vectors | 84 | 84 | 84 | 84 | 84 |
| $\mathrm{~N}^{0}$ of vectors successfully learned | 79 | 81 | 83 | 81 | 84 |
| Error rate (\%) | 5.95 | 3.57 | 1.19 | 3.57 | 0.00 |

Table 4: Results of perceptron classification of vigilance level, for five typical subjects.
in testing phase, in order to estimate the level of vigilance. Training network on each subject enabled the network to "learn" individual fluctuations in EEG spectrum.

Numerical results were computed on a standard PC. Procedures for data manipulation and neural network implementation were developed in MATLAB 4.2 environment [53]. Training and testing of the network took a few seconds of CPU time on PC $486 / 100 \mathrm{MHz}$.

Results of the procedure applied for five typical subjects are summarized in Table 4.

## 4 Conclusions

Our investigations demonstrated that new technologies applied to the EEG may permit rapid and reproducible identification of different styles or states of consciousness. Such a tool might be useful in evaluating the effectiveness of different techniques for stress reduction and for altering expressions of consciousness.

### 4.1 Transcendental meditation

The EEG correlates estimated before and during meditation clearly distinguish the following characteristics: (1) Meditators as a group showed a significant increase of $\theta$ activity in meditation, dominantly in left frontal (F3) and right temporal (T4) regions at frequency of 8 Hz ; (2) Slow $\alpha$ $\left(\alpha_{1}\right)$ and whole $\alpha$ activity increased significantly in temporal region (T3-T4); (3) $\beta$ activity increased significantly in prefrontal region (Fp1-Fp2); and (4) correlation dimension decreased not significantly, but there was significant correlation between decreasing of the correlation dimension and increasing of the partial EEG power in $\alpha_{1}$ and $\alpha$ band. Appearance of significant $\theta$ component and the $\alpha$ rhythm slowing may be the result of deprivation of the sensory input, while the increased $\beta$ power could be a consequence of the increased mental activity - supporting the previous interpretations of meditation as a fourth major state of consciousness, the restful alertness state.

### 4.2 Musicogenic states

According to our pilot study with six subjects and four types of spiritual music, it might be concluded that the

EEG power changes during their listening are quite individual. In the three cases where significant raise of power (i.e. relaxation) in $\theta$ and $\alpha$ bands is observed, the subjects have described their musical experiences as very pleasant - in contrast to the cases with drop in EEG power and unpleasant musical experiences. The most prominent changes were observed in subjects 3 and 4 upon the influence of the music 1 (Bhajan, the Indian spiritual music, sang in Sanskrit); and somewhat less in subject 2 upon the influence of the music 3 (the Maronit spiritual music, sang in Arabian). Concerning the coherence increase, it seems not to be correlated with the aesthetic experience as, for instance, all subjects described their experience of music 2 as "slightly unpleasant", while their coherence even being increased. In spite of the observed particular EEG changes upon some types of spiritual music, it might be that more conclusive results could be achieved only in the case of more careful choice of subjects, regarding their musical affinities and/or education.

### 4.3 Microwave resonance relaxation

Upon the MRT application, a decrease in the EEG power is observed in most subjects of the both groups - the first group not previously subjected to the MRT treatment (11 subjects), and the second group being subjected to the MRT in the past two years ( 17 subjects). The EEG power over the whole head is significantly changed in $\alpha$ and $\beta_{1}$ frequency bands in the both groups of subjects. The subjects of the group 1 had about $70 \%$ more MRT responding channels (reacting to MRT in over $50 \%$ subjects in all frequency bands) than the subjects of the group 2, especially in the $\alpha$ and $\beta_{1}$ frequency bands, which might be ascribed to the energetically more dysbalanced acupuncture system of subjects in group not previously under the MRT treatment, therefore revealing more relative changes towards the energetically normal acupuncture state. It should be added that in both groups of subjects the dominant power changes within the EEG channels in all frequency bands (with the exception of $\beta_{1}$ band in the group 2) are registered in the left hemisphere, which might be ascribed to higher activation of the left circulatory part of the acupuncture system, as a consequence of the systematic MRT stimulation of the left-side acupuncture points $\operatorname{Li} 4, \operatorname{Pc} 6, H 7$, and $A p 55$.

### 4.4 Healer/Healee interaction

The main aim of our pilot experiment made on one healer and five healees was to establish experimental set-up for larger experimental group as well as methods for quantitative analysis. Due to small experimental group and nonstationarity of EEG signals, results obtained by dynamic analysis of power and coherence time series were not statistically significant. If the healer/healee interaction is related with the transfer of the EM/ionic information patterns, then it is to be established during short time intervals. This is suggested by the increase of the maximum mean coherence of the whole group in $\alpha$ band ( $4.6 \%$ ), obtained by statistical analysis of the coherence of 4 s long time epochs. Due to the nature of the underlying phenomenon it is necessary to perform data acquisition with the higher sampling rate ( $>256 \mathrm{~Hz}$ ). Quantification of the observed changes in $\delta$ and subdelta band requires more elaborated signal processing procedures.

### 4.5 Alertness/Drowsiness

This research has shown that automatic detection of fast fluctuations (order of few seconds) of the vigilance level is possible. Moreover, phase space created by variables listed in Table 3 has the property of linear separability of the states of "alert wakefulness" and "drowsy wakefulness". Therefore, it is possible to construct hyperplane that separate these classes. In this work, this separation is done by the perceptron neural network. Moreover, the simplicity of implemented procedure allows very fast data processing and near real-time processing, which is of great importance in clinical use. Potential application of the developed procedure is in the area of psychophysiology (cognitive testing during EEG recording, and similar procedures), long-term monitoring of vigilance in clinical medicine (epileptology), and automatic elimination of low vigilance segments from EEG record when necessary.
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#### Abstract

For many years almost every computer manufacturer had its own system for floating-point computation, a situation that made software portability a difficult task with different machine architectures and implementations. Moreover, not all of these systems were devised to facilitate error diagnosis or arithmetic with minimal errors. The situation changed considerably with IEEE's introduction of a standard system (IEEE-754) that has now been adopted by almost all computer manufacturers and which solves most of the problem associated with previous floating-point systems. Nevertheless, the rationale for the decisions made in formulation of the standard are not always well-understood. The objective of this paper is to discuss the issues involved in the design of a floating-point system and, in particular, to explain and justify those made in the IEEE standard. A companion paper deals with implementation issues.


## 1 Introduction

With the introduction and near-universal adoption of the IEEE Standard on Floating-Point Arithmetic (IEEE-754), floating-point computation has changed dramatically in the last decade. Prior to the introduction of that standard, almost every computer manufacturer had its own standard, a situation that made software portability a rather difficult task. Furthermore, not all such systems were devised with an eye to computation with minimal errors; nor was error-diagnosis always a primary factor in their formulation. The IEEE-754 standard is a carefully thought-out standard that deals with such matters and is now likely to be the only floating-point system that most computer users will encounter. Nevertheless, the decisions made in the formulation of the standard are not always appreciated, and this paper is an attempt to explain them in a simple and straightforward manner; previous discussions on the standard will be found in $[8,9,10,13,15,16,17,19]$. (We hope that this paper will provide adequate background for and interest in the well-written and more formal tutorial by Goldberg [13].) It is also our intention to address floating-point-system design issues in a manner that will enable those who wish to implement something other than the exact IEEE-754 - this is typical, for example, in the design of special-purpose processors - to make informed decisions. Moreover, there is still a need, for the time being at least, to understand and implement floating-point systems other than IEEE-754 [18]. This is because the large investments in software that were made in earlier OEM stan-
dards has meant that even with the wide acceptance of the IEEE standard, there continue to be software and hardware systems that implement other floating-point systems: for example, the DEC Alpha architecture has both IEEE and DEC standards, implementations of some IBM architectures have both IEEE and IBM standards, and the NEC SX machines have IEEE, IBM, and Cray standards.

In what follows, we shall proceed to examine each of the main factors that need to be taken into account in devising a floating-point system, and in each case we shall show that the corresponding decision made in the IEEE-754 standard is a good one. All this is done in the next section of the paper. The third section of the paper summarises the IEEE754 standard and also discusses some issues that are not addressed in the second section. The fourth section of the paper is a summary. A companion paper deals with implementation aspects of the standard [28].

For what follows, the reader should recall that in a floating-point system of a radix (or base) $R$, a number $N$ is represented by a pair $\langle E, S\rangle$, where $E$ is a signed integer and $S$ is a signed fixed-point number, such that $N=S \times R^{E} . R$ is not explicitly represented, since it is fixed for a given system, and it is a power of two, this being the most convenient for computer representation. $E$ is the exponent; $S$ is the significand, which is also sometimes referred to as the fraction (when it is of a magnitude less than one), coefficient, or mantissa. The number of digits used for the significand is the precision; for greater "accuracy", some systems allow intermediate (and, occasionally, final) results to be computed in an extended precision that
exceeds the normal. The three parameters $R$, the range of $S$, and the range of $E$ may therefore be used to characterize a floating-point number system, and much of the following discussions will deal with the factors that affect the choice of appropriate values for these parameters and the representation of these values; in particular, we aim to clearly justify the decisions made in formulating the IEEE-754 standard.

It should also be recalled that the main motivations for floating-point number systems (relative to fixed-point ones) are the large range of representable numbers and the automatic calculation of scale factors during arithmetic operations.

## 2 Issues in floating-point-system design

In this section we shall discuss the main issues in the design of a floating-point number system: the representation of numbers in a standard form that ensures each number is uniquely represented; how to carry out the basic arithmetic operations; what to do when the result of an arithmetic operation is too large or too small to be represented; and methods for reducing, with minimal error, each intermediate result to a form that can fit the machine requirements. In each case, we shall give a general discussion that concludes with a justification of the decision taken in the design of IEEE-754.

### 2.1 Normalization

In order to have as much "representational accuracy" as possible, it is desirable in floating-point computation to work with significands in which as many "non-significant" digits as possible have been eliminated - for example, to have $0.3142 \times 10^{1}$ instead of $0.0003142 \times 10^{4}$. Since the number of representable digits within a machine is fixed, the deletion of non-significant digits, in favour of retaining significant ones, is, loosely speaking, a way of ensuring "maximal accuracy" in representation. Accordingly, a significand is said to be normalized (or standardized), if it is within the permitted range for significands and has a leading (non-sign) digit that is significant; otherwise, it is said to be unnormalized (or non-standardized). In the latter case, we may further distinguish between a supernormal (or superstandard) significand, which is one that is unnormalized because its magnitude is too large, and a subnormal (or substandard) significand, which is one that is unnormalized because its magnitude is too small. A supernormal significand will have a magnitude exceeding that of the largest normalized one, and a subnormal significand will have a magnitude smaller than that of the smallest normalized significand. It will be apparent that if only normalized representations are permitted, then normalization ensures that each representable number, with the possible exception of zero, has a unique representation. In IEEE-754, normalized non-zero significands lie in the range $[1,2)$. But the
standard also permits unnormalized representations in exceptional circumstances (Section 2.3); in such cases, the significands are subnormal ones, with magnitudes in the range $(0,1)$, and the representations are referred to as denormalized. The representation for zero may be regarded as being normalized or as unnormalized, depending on the circumstances, although it may be sensible to view it as the limiting form of denurmalized numbers. The representation of zero is discussed in more detail in Section 2.4.2.
When non-zero radix- 2 significands are normalized, the leading (non-sign) bit in each case is always known (to be 1) and an extra bit of precision may be gained, and the number of representable numbers thus doubled, if this bit is not explicit. The implicit bit is usually referred to as the hidden bit, and in IEEE-754, this will be the bit to the left of the radix-point in the complete significand. In general, bit-hiding is not always possible: The use of high radices in computers almost always involves the representation of each high-radix digit with its pure binary equivalent, or some variant of that, ${ }^{1}$ and normalizing an unnormalized radix- $R$ significand involves shifting it by $\log _{2} R$ bit positions for each change in the exponent. But high-radix purebinary significands can have several leading non-significant bits (not digits !) even when normalized: for example, with radix-16, all of the positive significands that start with bits $0001,0010,0011, \ldots, 0111$ are normalized. We therefore see here one advantage of having a small radix, as in IEEE754.

Unless otherwise specified, we shall henceforth assume that the operands of all arithmetic operations are normalized and that the resuits of all operations are to be normalized. This means that there will be exactly one permissible representation for each non-zero number. Among other things, this uniqueness of representation simplifies the task of comparing numbers and also ensures that the best scale factor is chosen for each number. Other benefits of normalization include uniformity in the hardware implementation, as well as the facilitation of error analysis and a reduction in certain errors; see Table 1 for an example. It should, however, be noted that insisting on normalization does have at least one disadvantage - the loss of the ability to represent some very small numbers. This is because normalizing a subnormal significand involves shifting it left and decrementing the exponent, once for each shift, and if the magnitude of the subnormal significand is very small to start with, the exponent can go below its permitted lower bound. For example, with a radix $R$ and an exponent lower bound of $e_{m i n}$ for normalized operands, any number that has an unnormalized representation with a significand of $k$ (where $k \geq 1) 0$ s and an exponent not greater than $e_{\text {min }}-k$ cannot have a normalized representation. Hence - and examples of this will be given in Section 2.3 - there are exceptional situations, involving numbers of a very small magnitude, in which it may be worthwhile to abandon the requirement that all operands and results be normalized. This is so in
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### 2.2 Basic arithmetic operations

We shall now loot at the procedures for carrying out the basic arithmetic operations, i.e. addition, subtraction, multiplication, and division. The procedure for addition or subtraction is as follows. First, if necessary, the significand of one of the operands is adjusted to ensure that the two exponents are equal and the radix points therefore aligned; the significands are then added or subtracted. ${ }^{2}$ The first step consists of shifting the significand of one of the operands by a number of digits equal to the magnitude of the difference in the exponents; no explicit change is required of the corresponding exponent, as it is implicitly taken to be equal to the other exponent. Usually, it is the significand of the operand with the smaller exponent that is shifted; the shift is therefore to the right. Were the other operand to be shifted, this would be a left-shift, and, as the significance of digits increases towards the left-hand end, the most significant digits could be lost (assuming a significand adder of a practical width). The other two operations are relatively easier to carry out: multiplication is carried out by multiplying the significands and adding the exponents, and division is carried out by dividing the significands and subtracting the exponents. All this may be summarized thus

- Addition: $\left\langle E_{1}, S_{1}\right\rangle+\left\langle E_{2}, S_{2}\right\rangle=$

$$
\left\{\begin{array}{l}
\left\langle E_{1}, S_{1}+S_{2} R^{-e}\right\rangle \text { if } e=E_{1}-E_{2} \geq 0 \\
\left\langle E_{2}, S_{1} R^{e}+S_{2}\right\rangle \text { otherwise }
\end{array}\right.
$$

- Subtraction: $\left\langle E_{1}, S_{1}\right\rangle-\left\langle E_{2}, S_{2}\right\rangle=$

$$
\left\{\begin{array}{l}
\left\langle E_{1}, S_{1}-S_{2} R^{-e}\right\rangle \text { if } e=E_{1}-E_{2} \geq 0 \\
\left\langle E_{2}, S_{1} R^{e}-S_{2}\right\rangle \text { otherwise }
\end{array}\right.
$$

- Multiplication:

$$
\left\langle E_{1}, S_{1}\right\rangle \times\left\langle E_{2}, S_{2}\right\rangle=\left\langle E_{1}+E_{2}, S_{1} \times S_{2}\right\rangle
$$

- Division: (if $S_{2} \neq 0$ )

$$
\left\langle E_{1}, S_{1}\right\rangle \div\left\langle E_{2}, S_{2}\right\rangle=\left\langle E_{1}-E_{2}, S_{1} \div S_{2}\right\rangle
$$

where $\left\langle E_{1}, S_{1}\right\rangle$ and $\left\langle E_{2}, S_{2}\right\rangle$ are the two operands, and $R$ is the radix.

If results are to be normalized, then, assuming the intermediate result is not zero, each of the above sequences of steps may be followed by one or more shifts, with a corresponding adjustment of the exponent. (A significand that is zero must be treated as a special case; otherwise, there is no bound on the shift-distance.) In the addition operation, the result-normalization step will consist of either a one-digit

[^6]$\frac{0.00001}{0.08000} \times 10^{3}$

| align |
| :---: |
| (four-place shift) |

$\frac{0.00001 \times 10^{3}}{\frac{0.00000}{0.00001} \times 10^{3}} \times 10^{3}$

$$
\begin{aligned}
& \frac{0.10000 \times 10^{-1}}{0.80000} \times 10^{-2} \\
& \frac{(\text { align }}{\text { (one-place shift) }} \\
& 0.10000 \times 10^{-1} \\
& \frac{0.08000}{0.18000} \times 10^{-1}
\end{aligned}
$$

(b)

Table 1: Effect of normalization on error
right-shift of the significand and an increment by unity of the exponent, or of multiple-digit left-shifts of the significand and a reduction of the exponent by unity for each digit shifted. The one-digit shift takes place whenever the result of the significand-addition is too large; this excessive result is in the fixed-point operation on the significands, but not necessarily in the floating-point operation being carried out, and the supernormal significand can sometimes be normalized by shifting the overflow digit back into the significand proper and adjusting the exponent. The multiple-digit shift takes place whenever a cancellation of leading significant digits during the addition results in a subnormal significand; and the left-shifts will eliminate the leading 0 digits. In multiplication and division, if normalization is necessary, then it will be of a one-digit left-shift for multiplication and of a one-digit righ-shift for division. The shifts prior to the main arithmetic operation are usually referred to as pre-arithmetic shifts, alignment shifts, or simply preshifts; those after the operation are known as postarithmetic shifts, normalization shifts, post-normalization shifts (a popular but misleading terminology), or just postshifts.

We stated above that normalization can help in the reduction of certain errors. We are now in a position to appreciate this. As an example of this, suppose that we add $0.00001 \times 10^{3}$ and $0.08000 \times 10^{-1}$, with a precision of five, and that digits shifted out during alignment are not retained. Then the addition is as shown in Table 1(a). The error there, relative to the true result, is approximately $44 \%$. On the other hand, if the operands are first normalized, then the addition is as shown in Table 1 (b); there is no error in that case.

### 2.3 Overflow, underflow, and indeterminate results

The range of a floating-point number system may be depicted roughly as shown in Figure 1. The shaded areas and zero delimit the range of the representable numbers. $Y_{\text {min }}$ and $X_{\text {min }}$ are the numbers of the smallest representable magnitudes and correspond to the smallest representable magnitude in the significand and the smallest (i.e. most negative and of the largest magnitude) repre-


Figure 1: Range of representable floating-point numbers
sentable exponents; $Y_{\max }$ and $X_{\max }$ are the numbers of the largest representable magnitudes and correspond to the largest representable signficand and exponents. Usually $Y_{\min }=-X_{\min }$ and $Y_{\max }=-X_{\max }$; this may not always be the case, but it is desirable. Unless otherwise specified, we shall assume in what follows that the range delimited corresponds to normalized representations.

Exponent spill is said to have occurred whenever some computation leads to an exponent that is too large or too small for exponents permitted in final results: Exponent overflow (or just overflow) occurs when the exponent of a result is larger than the largest permissible exponent; it usually occurs because an attempt is made to represent a number whose magnitude exceeds that of $X_{\max }$ or $Y_{\max }$. Exponent underflow (or just underflow) occurs when the exponent is smaller than the smallest permissible exponent; it usually occurs because an attempt is made to represent a number whose magnitude is smaller than that of $X_{\min }$ or $Y_{\min }$. Sometimes exponent spill is only temporary, and recovery can be made in a subsequent normalization step. Checks for exponent spill should therefore be carried out only after normalization and rounding (the reduction of an intermediate result to the final precision), as such temporary spills can occur during both the primary operation and during rounding.

When overflow or underflow occurs, either the proceedings may be brought to a halt, and the situation indicated to the user, via, say, an exception, or an attempt may be made to continue in some reasonable fashion. The latter course is preferable as there are instances when it is still possible to get meaningful results despite some intermediate overflow or underflow. Other than those cases that can be resolved by re-normalization, this course usually consists of dealing with the situation as follows. When underflow occurs, there are at least two straightforward ways to proceed: one is to set the result to zero or to $Y_{\min }$ or $X_{\min }$ (according to whether the result is negative or positive); and the other is to abandon the requirement for normalization, shift the significand, and adjust the exponent accordingly, so as to obtain an unnormalized significand with the smallest possible exponent. The former is usually referred to as flushing to zero (or sudden underflow) and is the solution that was used in almost all computers before the introduction of IEEE-754; the latter is known as gradual underflow, and representations that are so obtained are said to be denormalized. (In effect, sudden underflow replaces all numbers whose magnitudes are smaller than that of with zero $X_{\min }$ or $Y_{\min }$, whereas gradual overflow replaces them with representations of numbers that lie between $X_{\min }$ and zero or between $Y_{\min }$ and zero. It may be argued that when underflow leads to a result of zero, then,
since the exact result is not a true zero, the replacement should be with plus or minus zero, according to the sign of the underflowing result, should be used, as the sign may be informative to the user. This suggests the use of sign-and-magnitude or diminished-radix complement notation to represent the significand; in IEEE-754 the former notation has been adopted.) Similarly, when overflow occurs, the result may be set to minus infinity $(-\infty)$ or plus infinity $(+\infty)$, or to $Y_{\max }$ or $X_{\max }$, according to whether the intermediate result is negative or positive. The choice of which methods to use in handling underflow and overflow should also take into account the method used to round intermediate results. In IEEE-754, overflow is dealt with by either setting the result to $+\infty$ or $-\infty$ or to $X_{\max }$ or $Y_{\max }$, according to the method used for rounding, or by having a trap that allows the programmer/software to take other action. And for underflow, the result if either 0, a denormalized number, or $X_{\min }$ or $Y_{\min }$.

In the above, infinity $(\infty)$ is just a unique machinerecognizable pattern that is interpreted as representing the number with the properties that we usually associate with the corresponding abstract number; for all finite real $x$, these include

$$
\begin{aligned}
&-\infty<x \\
& x<\infty \\
& \infty+x=\infty \\
& \infty-x=\infty \\
& \infty \times x=\infty, \quad x \neq 0 \\
& x \div 0=\infty
\end{aligned}
$$

Operations such as $0 \times \infty, \infty-\infty$, and $0 \div 0$ need further consideration, as it is not immediately clear what the result should be: the result of $0 \times \infty$ could reasonably be taken to be 0 , or $\infty$, or indeed any number; that of of $\infty-\infty$ to be 0 or $\infty$; and that of $0 \div 0$ to be 0 , 1 , or $\infty$. A sensible solution, used as early as the CDC 6600 computer, is to produce an indefinite (or undefined) "value" for such operations that do not have a mathematically defined result. Here, indefinite is another unique pattern that is interpreted as not representing any number. Such a pattern is more usually referred to as Not-a-Number ( NaN ) and can be helpful in transmitting diagnostic information. In IEEE$754,0 \times \infty=\mathrm{NaN}, \infty-\infty=\mathrm{NaN},-\infty+\infty=\mathrm{NaN}$, $\infty \times \infty=\infty, \infty \div \infty=\mathrm{NaN}, 0 \div 0=\mathrm{NaN}, x \div 0$ has a result of $+\infty$ or $-\infty$, according to the sign of $x$ and the sign of 0 , and any operation in which one of the operands is NaN produces a result that is NaN .

Gradual underflow can be more difficult to implement correctly than sudden overflow, but it generally yields more sensible results: Consider, for example, the operations in ( $x \div y$ ) $\times y$, and suppose that performing $x \div y$ results in an underflow (if normalized) but that the value of $(x \div y) \times y$ can be represented normally. Then flushing to zero the result of $x \div y$ will yield a final result of zero, whereas gradual underflow will yield the correct result, $x$. Flushing to a particular value can lead also to inconsistencies in the results: Consider, for example, the multiplication $x \times y \times z$, and suppose that the value of $x \times y$ is out of range but the values of $y \times z$ and $x \times y \times z$ are in range. Then it is not the case that $(x \times y) \times z=x \times(y \times z)$, which is not surprising, since it should be expected that setting some intermediate result to an arbitrary value may lead to larger errors ${ }^{3}$. Nevertheless, there are cases where flushing to zero is quite reasonable. Suppose, for example, that we are evaluating the power series $1+x+x^{2}+x^{3}+\cdots$ with terms of decreasing magnitude. Then flushing to zero the values of very small terms may still yield a meaningful result. In general, flushing to zero is not problematic when adding values of small magnitude to relatively much larger values. Further discussions of underflow, overflow, and exception-handling in general in IEEE- 754 will be found in $[10,12,14]$.

### 2.4 Representation format

Choosing a representation format means deciding on how to allocate the available bits between the exponent and the significand, selecting a notation for the significand, selecting a notation for the exponent, and selecting a radix. The three standard notations (radix complement, diminishedradix complement, and sign-and-magnitude) used for the representation of signed fixed-point numbers give rise to a variety of possible formats for the machine representation of numbers in floating-point form, since the values of both the significand and the exponent can be positive or negative. Thus we may have both the significand and exponent represented in sign-and-magnitude notation, one represented in sign-and-magnitude notation and the other in diminished-radix complement or radix complement, one represented in diminished-radix complement and the other in diminished-radix complement or radix complement, and so forth. For the bit allocation, the number of bits available is usually at least the word length of the machine, half that, or twice that, and the main trade-off is between the exponent range and the precision.

Since a given number of bits permits only a finite number of distinct patterns, any floating-point number system can represent only a finite number of the real numbers. Assuming significands in the ranges $\left[Y_{\max }, Y_{\min }\right.$ ] on the negative side and $\left[X_{m i n}, X_{m a x}\right]$ on the positive side, a radix $R$, and an exponent range $\left[E_{\min }, E_{m a x}\right.$ ], the range of representable numbers consists of zero and (at dis-

[^7]crete points) the intervals $\left[Y_{\max } R^{-E_{\max }}, Y_{\min } R^{E_{\text {min }}}\right]$ and $\left[X_{\min } R^{E_{m i n}}, X_{\max } R^{E_{m a x}}\right]$. Those numbers are not evenly distributed within the range but are between successive powers of $R$ : the density of the distributions changes with each unit reduction in the power of the radix. The main effect of trading off bit allocations between the significand and the exponent is to change the range and distribution of the representable numbers; varying the radix also has a similar effect. Figure 2 shows positive portions of some distributions, assuming the significands are fractional and both significand and exponent are in sign-and-magnitude notation.

### 2.4.1 Radix

In principle, there are three independent radices in a floating-point arithmetic system: $R_{E}$, the radix used for the exponent arithmetic; $R_{S}$, the radix used for the significand arithmetic; and $R$, the main radix of the representation (as defined in Section 1). There is little advantage in using a radix larger than two for $R_{E}$, as exponents are relatively small, and the only operations performed on them are addition and subtraction; therefore, $R_{E}$ is always taken to be two. Also, normalization and other shifting operations dictate that $R_{S}$ should be some multiple of $R$ and that $R$ should be a power of two, so that shifts of the significand can be of an integral number of bits. $R_{S}$ is, however, a purely implementation parameter that will not be here considered further. The rest of what follows therefore deals with just $R$, and we shall conclude that there is now little reason to have it larger than two.

There are two main advantages in using a large radix $R$. The first is that an increased range of representable numbers is obtained: since, for a given placement of the radix point, the range is determined solely by the radix and the minimum and maximum permissible exponents, for a given number of exponent bits, larger and smaller numbers can be represented when a larger radix is employed (see Figure 2). This also means that a large radix can be used to counterbalance a small exponent-range, which may be a consequence of not having enough bits. The second advantage of a large radix lies in the fact that although $R$ is a representational parameter, it affects the implementation in terms of the speed that can be achieved, especially in the execution of floating-point addition and subtraction. This is a consequence of the fact that fewer alignment and normalization shifts are required as the radix increases: one study has shown that as the radix is varied from two to sixteen, the probability that no alignment shifting is required increases from 0.3 to 0.5 , the probability that no normalization shifting is required increases from 0.6 to 0.8 , and the probability of overflow in the addition of significands decreases from 0.2 to 0.06 [30]. Nevertheless, the trend in the design of arithmetic units has been to make the time spent on shifting independent of the operands, and for such implementations a large radix does not offer any benefit in this respect. The only case where shifting time might

(i) $R=2$, 3-bit exponent, 4-bit significand

(ii) $R=4$, 3-bit exponent, 4-bit significand

(iii) $R=2$, 2-bit exponent, 5 -bit significand

(iv) $R=4,2$-bit exponent, 5 -bit significand

Figure 2: Distribution of floating-point numbers
still be considered important is in the design of digit-serial units, in which the shifting is completely serial.

The above benefits of a large radix are, however, not obtained for free: First, for a given precision, increasing the radix also leads to a loss in "accuracy", as, in general, fewer significant bits of the significand are retained during normalization and rounding. This is apparent if we consider the fact that with a radix greater than two, even normalized significands can have several leading non-significant bits, and a unit change in the exponent requires shifting the significand by several bits. Second, as there is only a finite number of bits available and, therefore, only a finite number of numbers can be represented, the increased range that is obtained with a large radix means that there is also an increase in the sparseness within the range; that is, there is a greater separation between every pair of adjacent representable numbers (see Figure 2). The consequences of this is that certain errors get larger with increases in the radix.

In summary, a large radix gives the advantages of a large range and high speed in the implementation, but the price to be paid for these may be low "accuracy" and large errors (see also Section 2.5). One study has concluded that for "accuracy", radix-2 is the best for normalized operands, and radix-4 is the best for unnormalized operands. The majority of machines that have been built to date have employed a radix of two. Of greater radices, sixteen has
been used more frequently than any other, although a few machines have had a radix of eight, and at least one machine has employed a very large radix - the radix-256 Los Alamos MANIAC II. Nevertheless, advances in technology have been such that improvements in performance and reductions in the costs of hardware make it doubtful that there should now be any advantages to using a radix larger than two. More importantly, two is the radix that has been chosen in IEEE-754, and nowadays this is what is implemented in almost all machines.

### 2.4.2 Exponent representation

There are two main decisions to be made regarding exponent representation: one is the number of bits to be allocated; the other is the notation to be used for representation. (One could also include the radix for exponent computations as a third, but, as has been indicated above, this is almost always taken to be two.) The number of bits allocated determines the range. A wide exponent field is therefore preferable in this respect, but as this involves a trade-off with the number of bits allocated for the significand - typically, both exponent and significand reside in one data unit (e.g. a word) - and for most applications a relatively small number of exponent bits will give an adequate range, the number of bits allocated to the exponent typically ranges
from eight to sixteen. (The number of bits allocated to the exponent is discussed further in Section 2.4.5.)

Although we have stated above that, in principle, any one of the three standard notations for representing signed fixed-point numbers could be used for the exponent, in practice it is not just simply a matter of picking any one of the three: a closer examination of the special position of the number zero leads to the conclusion that a slightly different notation is desirable. Take any representation for the number zero. It is not clear whether the significand should be viewed as normalized or not; moreover, mathematically, any representation $\langle E, 0\rangle$ evaluates to zero. It may therefore be said that zero does not have a unique representation. Now, suppose that the addition of some number $X$ and zero is to be carried out. If $X$ has the smaller exponent, a loss of significant digits can occur (at the less significant end) when its significand is shifted during alignment. It is, however, possible to prevent this from happening if it can be guaranteed that the exponent used to represent zero is never larger than that used to represent any number $X$. This is easily achieved by using the smallest possible exponent - that is, a negative one of the largest permissible magnitude - for the representation of zero. There is another reason for picking the smallest possible exponent: Sometimes computational errors lead to a result with a significand that should be, but is only close to, zero. Now, for a given significand, a negative exponent represents a number that is closer to zero than one with a positive exponent. Therefore, a representation with the smallest possible exponent may be said to represent a number closer to to zero and is therefore a better representation of zero than all other representations. This choice of exponent for zero also has, as a consequence, the advantage of ensuring that, excluding the role of the sign bit, there is now a unique representation for zero, and this representation may be taken to be "normalized".

From an engineering point of view, it is convenient if (plus) zero is represented by a string of all 0 s , as this allows easy detection. (It should, however, be noted that when the significand has a hidden bit, an explicit significand pattern of all 0 s can no longer be relied on to indicate a representation of zero, and the reservation of a special exponent, as indicated above, or some other similar measure, must be used for this.) This can be achieved, in conjunction with the preceding constraint on exponents, by storing a biased exponent (or characteristic), instead of the true exponent; for uniformity and ease of implementation, this is done for every number. Thus if the true exponent, $E$, satisfies the relation $-N \leq E \leq M$, then the biased exponent, $E^{*}$, is made to satisfy the relation $0 \leq E^{*} \leq N+M$; that is, $E^{*}=E+N$, and, therefore, $\langle 0,0\rangle$ can be used as the unique representation for zero. (The term exponent spill will now refer to exponents outside the new range, and when an exponent is biased by adding $N$, we say that it is in excess ( $X S$ )- $N$ notation.) Thus in IEEE-754, zero is represented with a biased exponent of 0 and a signficand of 0.

Another advantage of biasing exponents is that with formats in which the ordering is of the form〈number-sign, exponent, rest-of-significand $\rangle$, the ordering of patterns used to represent floating-point numbers is similar to that of the patterns used to represent fixedpoint numbers; and so some fixed-point instructions, such as those of tests for sign, test for zero, and comparisons can be used directly with the floating-point numbers.

The last decision that has to be made about exponents is how to partition the possible exponents between negative and positive: The number of exponents that can be represented in binary is even and therefore (with the zero exponent excluded) there will either be one more negative exponent than there are positive exponents or vice versa. Consequently the reciprocals of some representable numbers will not be representable: the reciprocals of numbers represented with the "extra" exponents will overflow or underflow. In IEEE-754 the decision has been made to have more positive exponents than negative ones, on the grounds that underflow is usually less of a problem than overflow.

### 2.4.3 Significand representation

Given that addition and subtraction are the most common arithmetic operations, and these are easiest to implement with radix complement notation, that notation would appear to be the best notation for the significand. Nevertheless, there are a number of factors that suggest another choice. First, as has been pointed out (Section 2.3), for one good method of dealing with underflow, it makes sense to have both plus zero and minus zero; this is possible only with sign-and-magnitude and diminished-radix complement notations. Second, the lack of symmetry in the range of numbers representable in radix complement notation is something of an inconvenience: it is not the case that the negation of every representable number is also representable. Third, the four operations $A+B,-A+B, A+$ $(-B)$, and $-A+(-B)$ cannot be carried out with equal ease in radix complement but can be in sign-and-magnitude and diminished-radix complement notations. Fourth, some rounding procedures, which are used to reduce intermediate results to final precision, are easier to implement or give more consistent results with sign-and-magnitude than with diminished-radix complement or radix complement notations.

The above considerations, together with the fact that multiplication and division of operands of all signs are easier to implement with sign-and-magnitude notation than with the other two standard notations, suggest that this is the best choice, and it is this that has been selected for IEEE-754. Of course, addition and subtraction are more problematic in this notation, but there is no reason why the arithmetic operations have to be carried out in the notation of representation: a number of computers use sign-andmagnitude for representation but in essence convert to and from radix complement or (less commonly) diminishedradix complement to implement these two operations.

### 2.4.4 Location of radix point

There are three options for the location of the radix point in the significand: at the left-hand end, i.e. between the sign bit and the rest of the significand proper; at the right-hand end, just after the least significant bit of the significand; and anywhere in between these two extremes. The first placement results in a significand whose magnitude does not exceed unity and is therefore a proper fraction; this was the most common choice prior to the introduction of IEEE754. The second placement gives an integral significand and was employed in many Control Data Corporation machines. And the third placement gives an improper fraction and is now the most common with the adoption of IEEE754. Assuming a fixed exponent range, one immediate effect of chosing one of the three is that the range is affected: in going from the first case to the second, the ends of the range of representable numbers are multiplied by a factor of $R^{p}$, where $R$ is the radix and $p$ is the precision used; however, the gaps between adjacent representable numbers also increase, as do the errors in representation.

As far as the basic operations are concerned, the location of the radix point does not matter for addition and subtraction, as the radix points must still be aligned, and the sole effect of relocating them is to scale the operands and results by some power of the radix used. The situation is, however, different for multiplication and division, and we shall examine these cases in detail. In what follows, we shall assume that the significands are of a radix $R$ in sign-and-magnitude notation and with $p$ digits used for the magnitude. We shall also assume that neither of the operands involved is zero. Thus with a radix point at the right-hand end of normalized significands, the magnitudes of the significands will lie between $R^{p-1}$ and $R^{p}-1$, and with the radix point at the left-hand end, they will lie between $R^{-1}$ and $1-R^{-p}$. Let the two operands to be multiplied or divided be $X \triangleq S_{x} R^{e_{x}}$ and $Y \triangleq S_{y} R^{e_{y}}$.

Application of the basic multiplication procedure to $X$ and $Y$ yields $X Y=S_{x} S_{y} R^{e_{x}+e_{y}}$. For integral operands, we have $R^{p-1} \leq\left|S_{x}\right|<R^{p}, R^{p-1} \leq\left|S_{y}\right|<R^{p}$, and, therefore, $R^{\overline{2 p-2}} \leq\left|S_{x} S_{y}\right|<R^{2 p}$. This product is $2 p$ digits wide and, for representation within $p$ digits, has to be shifted down by $p$ digits (i.e. divided by $R^{p}$ ) and the associated exponent increased accordingly. Therefore, the result significand will be $S_{x} S_{y} R^{-p}$ (where $R^{p-2} \leq$ $\left|S_{x} S_{y} R^{-p}\right|<R^{p}$ ), and the exponent will be $e_{x}+e_{y}+p$. The new significand product is representable in $p$ digits, but it can be subnormal and may therefore require a normalization shift. If, on the other hand, the significands are fractional, then $R^{-1} \leq\left|S_{x}\right|<1$ and $R^{-1} \leq\left|S_{y}\right|<1$ yield $R^{-2} \leq\left|S_{x} S_{y}\right|<1$. This significand product is already within the range representable in $p$ digits, although it too may require a normalization shift - when it is subnormal. We therefore conclude that more complex exponentarithmetic will be required the farther the radix point is from the left-hand end of the significand.

The situation for division is similar. Application of the
basic division procedure to the two operands above yields $X \div Y=\left(S_{x} \div S_{y}\right) R^{e_{x}-e_{y}}$. For integral operands, we have $R^{-1} \leq\left|S_{x} \div S_{y}\right|<R$. To get the quotient back into the permitted range, it is shifted up by $p$ digits (i.e. multiplied by $R^{p}$ ) and the exponent reduced accordingly, to yield the significand $\left(S_{x} \div S_{y}\right) R^{p}$ (and $R^{p-1} \leq\left|\left(S_{x} \div S_{y}\right) R^{p}\right|<$ $R^{p+1}$ ), with the exponent $e_{x}-e_{y}-p$. This new significand may require a normalization shift, since it can be supernormal. Alternatively, the former shift could be of $p-1$ digits, in which case normalization will be required for subnormal results. Note that since $S_{x} \div S_{y}$ is not necessarily integral, we are here assuming that the quotientsignificand may be held in non-integral form. (This is not problematic: With basic division algorithms, if the dividend is always twice as wide as the divisor, we can ensure that the quotient is always integral if $S_{x}$ is scaled by $R^{p}$ prior to the division. In this case, $X$ is now represented by a significand of $\widehat{S}_{x} \triangleq S_{x} R^{p}$, and its exponent is accordingly reduced to $e_{x}-p$. Then $R^{2 p-1} \leq\left|\widehat{S}_{x}\right|<R^{2 p}$ and $R^{p-1} \leq\left|S_{y}\right|<R^{p}$ yield a significand that satisfies the condition $R^{p-1}<\left|\widehat{S}_{x} \div S_{y}\right|<R^{p+1}$, with the exponent $e_{x}-e_{y}-p$. A normalization shift may be required, since the quotient can be subnormal or supernormal. It is, however, possible to avoid the supernormal case by initially scaling by $R^{p-1}$ instead of $R^{p}$.) With fractional operands, $R^{-1} \leq\left|S_{x}\right|<1$ and $R^{-1} \leq\left|S_{y}\right|<1$ yield $R^{-1}<\left|S_{x} \div S_{y}\right|<R$. This may require a normalization shift, since it can be supernormal. It is, however, possible to ensure a fractional result if it can be guaranteed that the magnitude of the dividend is always smaller than that of the divisor. Since the significands are normalized, to ensure that the latter condition holds, it is sufficient to shift the dividend down by one digit, to $\widehat{S}_{x} \triangleq S_{x} R^{-1}$, and decrement the exponent by unity. Then $R^{-2} \leq\left|\widehat{S}_{x}\right|<R^{-1}$ and $R^{-1} \leq\left|S_{y}\right|<1$ yield $R^{-2}<\left|S_{x} \div S_{y}\right|<1$. The result is now fractional but will require a normalization shift if it is subnormal. Again, we see from this discussion that the exponent arithmetic required is more complex the farther the radix point is from the left-hand end of the significand.

From the preceding discussion, we may conclude that, at least with respect to exponent arithmetic, placing the radix point near the left-hand end is preferable to other choices. To this should be added the fact that having significands whose magnitudes exceed unity means that some representable numbers may not have representable reciprocals, whereas they might otherwise. Nevertheless, placing the radix at the least significant end does have some advantages. One is that little effort is required to convert between fixed-point representations and floating-point representations and, therefore, the hardware that is employed for operations with the one type of number can also be easily employed with the other. Another is that a direct correspondence can be made between bit positions in all relevant arithmetic-and-logic unit registers and bit positions on the data buses in the machine. But these advantages do not outweigh those for a left-hand placement. Until the introduc-
tion of IEEE-754, almost all computers had the radix point at the left-hand end of the significand, which was therefore fractional. IEEE-754 deviates slightly from this: by allowing both normalized significands (which have the representation $1 \cdot x x x \ldots$ ) and, in exceptional cases, denormalized significands (which have the representation $0 \cdot x x x \ldots$ ), the range of representable numbers is greatly increased, but the radix point is still very near the left end.

### 2.5 Range, precision, and accuracy

The representational accuracy (or effective precision) of a floating-point representation is the degree to which it is a faithful representation of the corresponding number and can be measured by the number of "correct" significant significand bits that it contains. ${ }^{4}$ Evidently, the representational accuracy will vary according to the number represented, the radix, and the precision, with the last playing the largest role. Nevertheless, for a floating-point number system with normalized significands (hence unique representations), we can reasonably bound the accuracy: The minimum accuracy is determined by the precision and the radix, and the maximum accuracy is determined by the precision alone. The range, on the other hand, is determined primarily by the radix and the width of the exponent field; precision plays little part in determining the range, and its effect, with respect to a given range of representable numbers, is primarily on the density of the numbers within that range (see Figure 2) - specifically, the density will increase with the precision.

A floating-point number system with radix $R$, exponent range $\left[E_{\min }, E_{\max }\right]$, and significand range $[-a, b]$ has a range that is approximately $\left[-a R^{E_{\text {min }}}, b R^{E_{\text {max }}}\right]$. If the precision is $p$ bits, then the maximum accuracy is $p-2$ bits, and minimum accuracy is $p-L-1$ bits, where $L \triangleq \log _{2} R$ is the digit size. The measurement of minimum accuracy is obtained by the following reasoning. A normalized significand of $p$ bits can have $L-1$ leading 0 s; one bit is used for the sign bit; and one bit is dubious as a result of rounding. This gives $p-(L-1)-1-1=p-L-1$ bits of accuracy. The figure for maximum accuracy is arrived at by assuming that there are no leading 0 s, i.e. that all bits are significant. Thus, as stated above, all other things being equal, a large radix implies a larger variation in the accuracy and lower accuracy on average. Radix- 2 is therefore especially advantageous, as it gives the best possible maximum accuracy and with no variation between maximum and minimum; furthermore, an additional bit of accuracy can be gained by having a hidden bit. Other than some desirable

[^8]level of accuracy, the other factor that plays a significant role in determining the precision is the fact that alignment and normalization shifts must be in digit-sized units: for a given number of bits, the selected precision should allow for one sign bit and an integral number of digits.

Let us now briefly consider the options for a few formats. For a given number of bits, a good format is one that minimizes the number of unused bits, gives an adequate range, and also gives the highest possible accuracy. For a 32 -bit format, fewer than seven bits in the exponent will not give an adequate range for many scientific applications, as the largest number that can be represented with six exponent bits (assuming fractional or near-fractional significands) is approximately $10^{19}$. Suppose the radix is two. Then all possible partionings of the available bits between the exponent and significand will leave no unused bits. Therefore, if accuracy is of the utmost importance, seven or eight bits should be allocated to the exponent and the remainder allocated to the significand. If, on the other hand, it is the range that is of concern (possibly because there is to be only one format), then eleven or twelve bits for the exponent will still leave enough for a reasonable accuracy (about six decimal digits) in the significand. Similar considerations suggest that if accuracy is the main consideration, then the number of bits allocated to the exponent when the radix is four, eight, or sixteen should be seven in all three cases; and if range is the main consideration, then the number of bits allocated to the exponent should be eleven for radix-4 and radix-16 and ten for radix-8.

With a 64-bit format obtaining both sufficient range and accuracy is easy. Indeed, it should be possible - and this has been the case in many machines - to have it as the only format in a floating-point system. This suggests that the exponent should be at least eleven bits wide; for the upper bound, sixteen bits are probably more than enough for most applications. An examination of the possible formats within this range of exponent-bit allocations leads to the following conclusions: To get both an adequate range and high accuracy, the number of exponent bits should be eleven or twelve for radix- 2 and radix- 8 and eleven for radix- 4 and radix-16. If accuracy must be traded for range, then the number of exponent bits should be fifteen or sixteen for radix-2, fourteen or fifteen for radix-4, and fifteen for radix- 8 and radix-16. However, more than eleven bits for the exponent is quite wasteful with radix -8 and radix16 , and one would hope that the larger radix compensates for not having more than that number of exponent bits.

Table 2 shows the values of various parameters of floating-point number systems that have been implemented in some machines; italics indicate those that are important, for the reasons given above in the introduction. All figures given for the precision include the sign bit; for the entries marked with an asterisk, the figures for precision include a hidden bit; a double asterisk is used to indicate a radix point at the right end of the significand; and in the last column, $10^{3.01}$ has been used as an approximation of $2^{10}$ and the final exponent then rounded to the closest integer. The
reader is invited to evaluate these formats on the basis of the criteria established in the preceding discussions.

The IEEE-754 standard specifies four formats, as shown in Table 2. The two basic formats are the first (single precision) and the third (double precision); the other two are corresponding extended-precision formats that may be used to compute intermediate results - i.e. before rounding to one of the two basic formats - with greater accuracy than would otherwise be the case. For the 32-bit format, accuracy was considered to be the most significant factor, and, indeed, this dictated the choice of two for the radix. For the 64-bit format, the main consideration was the range and the requirement that the product of any two 32-bit numbers be representable in the 64-bit format.

### 2.6 Rounding and representation error

In this section we shall discuss the choice of rounding methods; this is important in ensuring that machine errors are kept to the minimum possible. The most evident machine error is that which that arises from the limitations of finitude: since computers (and registers) are finite objects, the representation of any number is necessarily finite, and some loss of information will be incurred when a number requires more representational facilities than the machine at hand permits: for example, the decimal the representation of the decimal $1 / 3$ as $0.33 \ldots 3$, or the binary representation of the decimal 0.1 in a given number of digits. These errors are, accordingly, known as representation errors or, for reasons that will become apparent shortly, round-off (or rounding) errors.

Since, in what follows, we shall compute upper bounds on certain errors, the first order of business is to determine exactly what is to be measured. At first glance it might appear that if the correct (computed) intermediate result is $X$ and the final result is $\widehat{X}$, then it should suffice to calculate $\widehat{X}-X$ as the error. This, the absolute error is, however, not always useful: in general, the significance of an error is relative to the magnitude of the actual result; for example, a difference of 0.1 between $X$ and $\widehat{X}$ has greater import if $X$ is 0.1 than if it is $10^{6}$. Therefore, in what follows, we shall also consider the relative error, which, provided $X \neq 0$, is defined to be $(\hat{X}-X) / X$; if $X=0$, then the relative error is undefined. The relationship between $X, \widehat{X}$, and the relative error, $\varepsilon_{X}$, in the representation of $X$ can be seen more clearly in the identity $\widehat{X}=X\left(1+\varepsilon_{X}\right)$.

Frequently, an intermediate result is computed in more than $p$ significand digits, but the machine requires that the final result be represented in exactly $p$ digits. For example, a format may permit only $p$-digit significands, but, in general, the multiplication of two $p$-digit significands yields a $2 p$-digit result. Likewise, pre-arithmetic shifting in addition and subtraction might mean that (assuming extendedprecision arithmetic) the arithmetic operation is carried out on significands that are wider than $p$ digits. Lastly, it may simply be the case that an operation is carried out for which an exact representation of the result requires an infinite
number of digits, a decimal example being the result of dividing one and three. In all of these cases, the intermediate result must be reduced to fit within the given significand width. Most of what follows is concerned with rounding methods, which are procedures for achieving this reduction in width to $p$ digits (excluding the sign digit), and their effects on the error. Rounding may be carried out (on the operands and intermediate results) before, during, or after the arithmetic operations; but it is generally better to leave it until after the operation. Normalization should take place before rounding, and not after, as rounding before normalization can remove digits that could otherwise end up in the significand and so generally leads to larger errors.

The bounds on errors will be calculated as follows. Suppose the rounding to $p$ significand digits of $\langle S, E\rangle$, which represents $S R^{E}$, yields $\left\langle S_{p}, E\right\rangle$, which represents $S_{p} R^{E}$. Then absolute error has a magnitude $\left|\left(S_{p}-S\right) R^{E}\right|$, and the magnitude of the relative error is $\left|\left(S_{p}-S\right) R^{E}\right| /\left|S R^{E}\right|=$ $\left|\left(S_{p}-S\right) / S\right|$. If $b_{a}$ is the smallest upper bound on the absolute error in the significands and $b_{s}$ is the largest lower bound on $S$, then the relative error is bounded from above by $b_{a} / b_{s}$. For normalized radix- $R$ significands with $k$ significant digits to the left of the radix point, $b_{s}=R^{k-1}$, and, therefore, the magnitude of the absolute error will be bounded from above by $b_{a} R^{E}$ and that of the relative error is bounded by $b_{a} / R^{k-1}$. For most of the common rounding methods, $b_{a}$ is $R^{-p}$ or $R^{-p} / 2$, and, therefore the bound on the magnitude of the absolute error is $R^{E-p}$ or $R^{E-p} / 2$, and the bound on the magnitude of the relative error is $R^{1-p-k}$ or $R^{1-p-k} / 2$. The term $R^{-p}$, which is the weight of the least significant digit of the significand, appears sufficiently often in this type of analysis that a special name has been coined for it: ulp, which stands for 'unit in the last place'. The relative error corresponding to an absolute error of half an ulp can vary by a wobble, a factor of up to $R$. The upper bound on the wobble is known as the machine epsilon.

We shall now examine a number of rounding methods. A rounding method will be said to be biased if it has a tendency to round in one direction. Let $S_{p}$ be the result of rounding $S$ to $p$ significand digits to the right of the radix point and $k$ to the left. If the expected value of $S_{p}$ is smaller than $S$, then we say that the rounding method is downward biased; and if the expected value of $S_{p}$ is larger than $S$, then we say that the rounding method is upward biased. In looking at the bias of a rounding method, we shall consider three cases: when the significands are evenly distributed among the positive and negative ones, when the significands are evenly distributed among only the positive ones, and when the significands are evenly distributed among only the negative ones. (Finer analyses are of course possible, but these lead to similar conclusions as those from the three groupings that we have chosen, so we shall not here consider them.) A good rounding method should be unbiased in all three cases, and this is what "always unbiased" will mean in what follows.

The simplest method for rounding is simply to drop all

| Machine | Radix | Exponent width (notation) | Prećision-bits (notation) incl. sign | Min. acc. | Max. +ve no. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| DEC PDP-8* | 2 | 12 (2's compl) | 25 (S\&M) | 23 | $10^{616}$ |
| DEC PDP-11* | 2 | 8 (XS-128) | 25 (S\&M) | 23 | $10^{38}$ |
| Burroughs B-5500 | 8 | 7 (S\&M) | 39 (S\&M) | 35 | $10^{56}$ |
| IBM 360/370 | 16 | 7 (XS-64) | 25 (S\&M) | 20 | $10^{75}$ |
|  |  | 7 (XS-64) | 54 (S\&M) | 49 | $10^{75}$ |
| IBM Stretch | 2 | 11 (S\&M) | 49 (S\&M) | 47 | $10^{308}$ |
| CDC 6000** | 2 | 11 (XS-1024) | 49 (1's compl) | 47 | $10^{322}$ |
| Ferranti Atlas | 8 | 8 (2's compl) | 40 (R's compl) | 36 | $10^{114}$ |
| Manchester MU5 | 16 | 11 (2's compl) | 21 (R's compl) | 16 | $10^{1225}$ |
|  |  | 11 (2's compl) | 53 (2's compl) | 48 | $10^{1225}$ |
| Cray-1 | 2 | 15 (XS-4096) | 49 (S\&M) | 47 | $10^{4931}$ |
| CDC Cyber 205 | 2 | 8 (2's compl) | 24 (2's compl) | 22 |  |
|  |  | 16 (2's compl) | 48 (2's compl) | 46 | $10^{9682}$ |
| HEP | 16 | 7 (XS-64) | 57 (S\&M) | 52 | $10^{140}$ |
| DEC VAX-11* | 2 | 8 (XS-128) | 25 (S\&M) | 23 | $10^{38}$ |
|  |  | 8 (XS-128) | 57 (S\&M) | 55 | $10^{38}$ |
|  |  | 11 (XS-1024) | 54 (S\&M) | 52 | $10^{308}$ |
|  |  | 15 (XS-16384) | 112 (S\&M) | 110 | $10^{4931}$ |
| IEEE Std* | 2 | 8 (XS-127) | 25 (S\&M) | 23 | $10^{38}$ |
|  |  | $\geq 11$ | $\geq 33$ | $\geq 31$ | $>10^{308}$ |
|  |  | 11 (XS-1023) | 54 | 52 | $10^{308}$ |
|  |  | $\geq 15$ | $\geq 65$ | $\geq 63$ | $>10^{4931}$ |

Table 2: Parameters of some floating-point formats
digits beyond the number required. This is usually referred to as chopping, truncation, or rounding-towardszero (since the magnitude of the significand is decreased in that direction). Thus, for example, with a precision of three, 0.3141 would be chopped to 0.314 , and 0.2718 would be chopped to 0.271 . For a radix of $R$ and $p$ digits used for the significand, the significance of the last digit retained is $R^{-p}$. Therefore, the magnitude of the absolute error in chopping cannot exceed $R^{E-p}$, and the magnitude of the relative error cannot exceed $R^{-p} / R^{k-1}=$ $R^{1-p-k}$. Chopping is downward biased if the significands are in radix complement notation. With numbers in diminished-radix complement and sign-and-magnitude notations, chopping is biased only for a set of numbers of the same sign: the bias is upward for a set of negative numbers and downward for a set of positive numbers. Chopping is one of the four rounding methods specified in IEEE-754.

A better method of rounding is round-to-nearest-value; this is also usually referred to - not very informatively as unbiased rounding or symmetric rounding. The procedure is as follows. If the digits to be discarded represent a value of magnitude greater than $R^{-p} / 2$, then the magnitude of the value represented by the retained digits is increased by unity, by incrementing or decrementing (according to the sign of the represented number) in the least significant digit position; if those digits represent a value that is less than $R^{-p} / 2$, then chopping takes place; otherwise - that is, if the value represented by the digits to be discarded is exactly $R^{-p} / 2$ and is therefore equally close to two values of precision $p$ - a fair choice is made be-
tween the two equally close values. Here, fair means that digit $p$ in the set of all possible roundings is incremented or decremented equally often, and, therefore, all possible values have an equal chance of being selected. An example of a fair selection rule, known as round-to-nearest-even, is to select the even one - - that is, the one with a least significant bit of 0 - of the two equally close values; round-to-nearest-odd, also known as $R^{*}$-rounding, is an analogous rule. ${ }^{5}$ (The latter was implemented in the Burroughs Scientific Processor, one of the few early machines to implement round-to-nearest.) Thus, for example, if the $p$ is three, then 0.3141 would be rounded to $0.314,0.2718$ to $0.272,0.2345$ to 0.234 or $0.235,-0.2718$ to -0.272 , and -0.3141 to -0.314 . It is evident that if all significands are equally probable, then the increment at digit $p$ will be performed in exactly half of all cases. The bounds for errors are obtained as follows. In the first of the three rounding cases, we have a reduction of at least $R^{-p} / 2$ (the discarded digits) and an increase of $R^{-p}$ (adding unity to the magnitude at digit $p$ ) in the magnitude of the significand; this is a net increase of at most $R^{-p} / 2$. In the second case, chopping causes a magnitude reduction of at most $R^{-p} / 2$. And in the third case, assuming a fair selection rule, there is an increase or decrease by $R^{-p} / 2$ equally often. Therefore, the magnitude of the absolute error with

[^9]round-to-nearest is bounded by $R^{E-p} / 2$ and that of the relative error by $R^{1-p-k} / 2$. Round-to-nearest is always unbiased and is therefore a great improvement on chopping. It is, however, relatively difficult to implement because of the required addition/subtraction and the efforts required to deal the boundary case. Nevertheless, of the four rounding methods specified in IEEE-754, round-to-nearest is the default method.

As a solution to the problem of boundary-detection in round-to-nearest, many computers, such as those in the DEC VAX-11 range, adopted a simpler variant instead. This is the rounding method that is routinely taught in primary-school mathematics - half-adjust rounding (or round-to-nearest-up). Here, the boundary case is simply dealt with by incrementing the magnitude at digit $p$. Thus in the last example above, 0.2345 would always be rounded to 0.235 , and never to 0.234 . The method is easier to implement than round-to-nearest, as it is sufficient to examine only digit $p+1$ of the result to be rounded in order to determine what action is to be taken. Indeed, it is not even strictly necessary to examine digit $p+1$ : it is sufficient always to increment at digit $p+1$ and then chop. The magnitudes of the absolute and relative errors in half-adjust rounding are still bounded by $R^{E-p} / 2$ and $R^{1-p-k} / 2$, respectively, as in round-to-nearest, but the method is not always unbiased. If the significands are equally distributed among the positive and negative ones, then it is unbiased. Otherwise, it is downward biased for a set of all-negative significands and upward biased for an all-positive set; this is what we should expect, since the boundary case is always settled in the direction that increases the magnitude.

A third form of rounding is to chop and then force a 1 (or a 0 for a negative significand in diminished-radix complement notation) into the least significant bit position. This is known as force-1 rounding, jamming, making-odd, or, more popularly, as von Neumann rounding and is almost as fast as chopping. Assuming that all significands occur with equal probability, the largest error with this method occurs when the least significant bit retained is 1 but should be 0 (or 0 instead of a 1 in diminished-radix complement notation). Then the magnitude of the absolute error is bounded by $R^{E-p}$, and that of the relative error is bounded by $R^{1-p-k}$. The biasing for jamming is similar to that for half-adjust rounding.

Jamming can be improved to conditional force-1 rounding (or conditional jamming), in which the force-1 operation is carried out only when it is known that none of the digits to be discarded is significant; that is, if not all the bits to be discarded are 0 s (or 1 s for a negative significand in diminished-radix complement notation). The speed of an implementation of conditional jamming will therefore be limited primarily by the all-0s/all-1s detection phase. With this rounding method, the magnitude of the absolute error is bounded by $R^{E-p}$, and that of the relative is bounded by $R^{1-p-k}$. The method may therefore appear to be no better than chopping, but this is not so: it is always unbiased, whereas chopping is not.

ROM-rounding is a rounding method that is qualitatively good and not as costly, in hardware or operation time, to implement as round-to-nearest. The method is as follows. Let $d_{1} d_{2} \ldots d_{p} d_{p+1} \ldots$ be the intermediate significand. To round this to $p$ digits, the low-order $m+1$ digits $d_{p-m+2} d_{p-m+1} \ldots d_{p+1}$, where $m$ is reasonably small, are used to address a lookup table (implemented as, say, a programmable logic array or read-only memory) whose output is a sequence of $m$ digits that is equivalent to halfadjust rounding the $m+1$ address digits to $m$ digits. (This is done only if half-adjust rounding those digits would not produce significand overflow - for example, if for positive radix- 2 significands, it is not the case that all the bits are 1s.) The output digits are then appended to digits $d_{1} d_{2} \ldots d_{p-m+1}$ to obtain a $p$-digit result. Chopping occurs in those cases where half-adjust rounding would lead to rounding overflow, which is not easily accommodated in implementing this procedure. For this reason, the error bounds for ROM-rounding are as bad as those for chopping, although, on the whole, the method is better than chopping. The biasing is similar to that for chopping.

Table 3 shows the result produced by each of the above rounding procedures when a normalized 5 -bit radix2 fractional significand in sign-and-magnitude notation is rounded to three bits. The entries marked with an asterisk are the results of renormalizing supernormal significands. (The values in Table 4 are calculated from the supernormal values.) A ROM addressed with three bits, and yielding a 2-bit output, is assumed for ROM-rounding. Table 4 gives the absolute errors corresponding to the entries in Table 3. The row labelled 'Max' gives the largest errormagnitude in each column; the row labelled 'Sum+' gives the sum of errors for the positive significands; and the row labelled 'Sum-' gives the sum of errors for the negative significands. Table 4 confirms a number of the comments made above.

The measure that we have used above to compare the various rounding methods is the maximum relative representation error; some casual remarks have also been made about bias. Finer analyses usually look at the magnitude of the average relative representation error, estimates of the average bias, and the results of statistical tests. As far as the rounding methods above are concerned, investigations of this sort have confirmed the conclusions already reached above. A classification by the magnitudes of the bounds on relative errors shows that the ordering in terms of decreasing quality is: round-to-nearest and half-adjust rounding, ROM-rounding, force-1 rounding, conditional force-1 rounding, and chopping. (Of course, a precise comparison based on the magnitude of errors requires finer analyses, such as those discussed above.) In terms of implementation aspects, both round-to-nearest and half-adjust rounding require an addition, which may involve extra expense in hardware and a loss of performance, since carry-propagation is implied. Furthermore, temporary unnormalization and, as a result, overflow in the significand, and, consequently, possibly in the exponent, can occur because of the addition.

| Parameter | Format |  |  |  |
| :--- | ---: | :--- | ---: | :--- |
|  | single | single <br> extended | double | double <br> extended |
| format-width | 32 | $\geq 43$ | 64 | $\geq 79$ |
| precision | 24 | $\geq 32$ | 53 | $\geq 64$ |
| accuracy | 22 | $\geq 30$ | 51 | $\geq 62$ |
| exponent-width | 8 | $\geq 11$ | 11 | $\geq 15$ |
| max-exponent | 128 | $\geq 1024$ | 1024 | $\geq 16384$ |
| min-exponent | -127 | $\leq-1023$ | -1023 | $\leq 16383$ |
| exponent-bias | 127 |  | 1023 |  |
| accuracy | 22 | $\geq 30$ | 51 | $\geq 62$ |

Table 5: IEEE Standard 754 floating-point formats

Round-to-nearest also requires special actions to be taken in the boundary case. Force-1 rounding may be viewed as better than round-to-nearest and half-adjust roundings in that addition is not required in the implementation, and, therefore, overflow cannot occur; however, the conditional case requires special handling of the bits to be discarded, and this may involve additional hardware and time.

If a machine is to give consistently good results, it is important that an unbiased method be used. For unbiased methods, the absolute-error function is symmetric around zero, and if a large set of numbers is used to produce a small set of results, an unbiased method increases the likelihood that errors will, to some extent, cancel out each other. This narrows the choice of a good rounding method to conditional force-1 and round-to-nearest, both of which have been shown to be unbiased in cases where the others are not.
Of the two, the latter has smaller error bounds, and despite the difficulties mentioned above, round-to-nearesteven is the default method in IEEE-754. In the past, implementations of round-to-nearest were not considered worthwhile, but with the continued drop in the costs and continued rise in the performance of hardware, this view is now hard to justify; however, other, faster, methods may still be found implemented in some special-purpose computers. The reader will find detailed discussions of rounding and related error analysis in $[20,23,25,32,33,34]$.

## 3 A summary of IEEE-754

In this section we shall give a summary of various aspects of the IEEE-754 standard; more detailed descriptions can be found in the published literature. The aspects covered are formats, rounding methods, operations, and exceptions.

### 3.1 Formats and values

The IEEE standard specifies four floating-point number formats. The two basic formats are single precision and double precision, which are shown in Figure 3. There is also an extended format corresponding to each of the two. The extended precision formats are intended to be used in situations where it is desirable to compute with a higher
precision than that used for the final result. The bit allocations and other characteristics of the formats are summarized in Table 5.

The radix is two for all four formats. The significands are in sign-and-magnitude notation and are improper fractions with a hidden bit when normalized: the magnitudes of the normalized significands are in the range [1,2), and those of denormalized ones lie in the range $(0,1)$. The exponent values shown on the fifth and sixth lines of the table are unbiased. The extra value - that is, the one without a negation - in each exponent range has been put on the positive side so that the reciprocal of the numbers of the smallest magnitudes do not overflow; reciprocals of the largest magnitudes will underflow, but underflow is considered to be less likely to happen than overflow. It is required that any conforming implementation support the single format and recommended that one of the following three combinations be supported: (i) single and single-extended; (ii) single, double, and double-extended; (iii) all four formats.

The exponents are biased, and two of them may not be used for normal numbers. The latter two are reserved for special cases: the smallest possible exponent is reserved for $-0,+0$, and denormalized numbers; and the largest possible exponent is reserved for $-\infty,+\infty$, and NaNs. Thus, after biasing, the interpretation of the combinations of the various fields is as follows:

- A maximal exponent and a non-zero significand represents NaN . The value in the significand may be set according to the machine implementation, thus giving different NaNs .
- A maximal exponent and a zero significand represents $-\infty$ or $+\infty$, according to the sign bit. For every finite number $x,-\infty<x<+\infty$.
- A minimal exponent and a non-zero significand represents a denormalized number.
- A minimal exponent and zero significand represents -0 or +0 , according to the sign bit.
- The remaining exponent values and significands represent normal numbers.
The uses of the special values are as follows. The result of an overflowing operation or of division of a real number by zero is $+\infty$ or $-\infty$, according to the signs of the dividend and divisor. The standard calls for two types of NaN : signalling and quiet; the signalling NaN is intended to provide values for uninitialized variables and arithmetic-like enhancements not included in the standard, and the quiet NaN is intended to provide retrospective diagnostic information for invalid or unavailable operands and results.


### 3.2 Rounding

The standard requires that rounding the result of an operation with normalized operands be the same as that obtained by rounding an intermediate result of infinite precision. Round-to-nearest-even is specified as the default

| Interm. <br> Result | Rounding method |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Chop | Nearest <br> even | Nrst. <br> odd | Half- <br> adjust | Force1 | Cond. <br> forcel | ROM |  |
| 1.1111 | 1.11 | $1.10^{*}$ | $1.10^{*}$ | $1.10^{*}$ | 1.11 | 1.11 | 1.11 |  |
| 1.1110 | 1.11 | $1.10^{*}$ | 1.11 | $1.10^{*}$ | 1.11 | 1.11 | 1.11 |  |
| 1.1101 | 1.11 | 1.11 | 1.11 | 1.11 | 1.11 | 1.11 | 1.11 |  |
| 1.1100 | 1.11 | 1.11 | 1.11 | 1.11 | 1.11 | 1.11 | 1.11 |  |
| 1.1011 | 1.10 | 1.11 | 1.11 | 1.11 | 1.11 | 1.11 | 1.11 |  |
| 1.1010 | 1.10 | 1.10 | 1.11 | 1.11 | 1.11 | 1.11 | 1.11 |  |
| 1.1001 | 1.10 | 1.10 | 1.10 | 1.10 | 1.11 | 1.11 | 1.10 |  |
| 1.1000 | 1.10 | 1.10 | 1.10 | 1.10 | 1.11 | 1.10 | 1.10 |  |
| 0.1000 | 0.10 | 0.10 | 0.10 | 0.10 | 0.11 | 0.10 | 0.10 |  |
| 0.1001 | 0.10 | 0.10 | 0.10 | 0.10 | 0.11 | 0.11 | 0.11 |  |
| 0.1010 | 0.10 | 0.10 | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 |  |
| 0.1011 | 0.10 | 0.10 | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 |  |
| 0.1100 | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 |  |
| 0.1101 | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 | 0.11 |  |
| 0.1110 | 0.11 | $0.10^{*}$ | 0.11 | $0.10^{*}$ | 0.11 | 0.11 | 0.11 |  |
| 0.1111 | 0.11 | $0.10^{*}$ | $0.10^{*}$ | $0.10^{*}$ | 0.11 | 0.11 | 0.11 |  |

Table 3: Examples of roundings


Figure 3: IEEE Standard single and double formats
rounding method in any conforming implementation; and any intermediate result of a magnitude greater than or equal to $2^{e}\left(2-2^{-p}\right)$, where $e$ is the largest permissible normal exponent and $p$ is the precision, is rounded to $-\infty$ or $+\infty$, according to its sign. An implementation of the standard is also required to provide the following three user-selectable rounding methods:

- round-toward-plus-infinity, in which the result should be the value closest to and no less than the result of rounding the corresponding infinitely precise result
- round-toward-minus-infinity, in which the result should be the value closest to and no greater than the result of rounding the corresponding infinitely precise result
- round toward zero (chopping), in which the result should be the value closest to and no greater in magnitude than the result of rounding the corresponding infinitely precise result
The first two user-selectable methods are intended to support Interval Arithmetic. ${ }^{6}$

[^10]
### 3.3 Operations

The operations that any conforming implementation must support are compare, add, subtract, multiply, divide, remainder, square root, round-to-integer in floatingpoint format, conversions between the different supported floating-point points, conversions between supported floating-point formats and integer formats, and conversions between binary and decimal.

The add, subtract, multiply, divide, and remainder operations are to be supported for any two operands of the same format, and the result of each must be represented in a format that is at least as wide as that of the operands; it is further recommended that the operations be supported for operands of differing formats. The result of remainder is defined whenever the divisor is not zero, irrespective of the rounding method used. The square root is defined for -0 and all positive operands and in all supported formats; all square roots are to be positive, except for $\sqrt{-0}$, which is -0.

Conversion between the different floating-point formats
Arithmetic is performed on the interval delimiters. The result of each arithmetic operation is an interval obtained by carrying out the operation twice and then rounding down in one case and up in the other.

| Interm. <br> Result | Rounding method |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Chop | Nearest <br> even | Nrst. <br> odd | Half- <br> adjust | Force1 | Cond. <br> forcel | ROM |  |
| 1.1111 | $\frac{3}{16}$ | $-\frac{1}{16}$ | $-\frac{1}{16}$ | $-\frac{1}{16}$ | $\frac{3}{16}$ | $\frac{3}{16}$ | $\frac{3}{16}$ |  |
| 1.1110 | $\frac{2}{16}$ | $-\frac{2}{16}$ | $\frac{2}{16}$ | $-\frac{2}{16}$ | $\frac{2}{16}$ | $\frac{2}{16}$ | $\frac{2}{16}$ |  |
| 1.1101 | $\frac{1}{16}$ | $\frac{1}{16}$ | $\frac{1}{16}$ | $\frac{1}{16}$ | $\frac{1}{16}$ | $\frac{1}{16}$ | $\frac{1}{16}$ |  |
| 1.1100 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 1.1011 | $\frac{3}{16}$ | $-\frac{1}{16}$ | $-\frac{1}{16}$ | $-\frac{1}{16}$ | $-\frac{1}{16}$ | $-\frac{1}{16}$ | $-\frac{1}{16}$ |  |
| 1.1010 | $\frac{2}{16}$ | $\frac{2}{16}$ | $-\frac{2}{16}$ | $-\frac{2}{16}$ | $-\frac{2}{16}$ | $-\frac{2}{16}$ | $-\frac{2}{16}$ |  |
| 1.1001 | $\frac{1}{16}$ | $\frac{1}{16}$ | $\frac{1}{16}$ | $\frac{1}{16}$ | $-\frac{3}{16}$ | $-\frac{3}{16}$ | $\frac{1}{16}$ |  |
| 1.1000 | 0 | 0 | 0 | 0 | $-\frac{4}{16}$ | 0 | 0 |  |
| 0.1000 | 0 | 0 | 0 | 0 | $\frac{4}{16}$ | 0 | 0 |  |
| 0.1001 | $-\frac{1}{16}$ | $-\frac{1}{16}$ | $-\frac{1}{16}$ | $-\frac{1}{16}$ | $\frac{3}{16}$ | $\frac{3}{16}$ | $-\frac{1}{16}$ |  |
| 0.1010 | $-\frac{2}{16}$ | $-\frac{2}{16}$ | $\frac{2}{16}$ | $\frac{2}{16}$ | $\frac{2}{16}$ | $\frac{2}{16}$ | $\frac{2}{16}$ |  |
| 0.1011 | $-\frac{3}{16}$ | $\frac{1}{16}$ | $\frac{1}{16}$ | $\frac{1}{16}$ | $\frac{1}{16}$ | $\frac{1}{16}$ | $\frac{1}{16}$ |  |
| 0.1100 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0.1101 | $-\frac{1}{16}$ | $-\frac{1}{16}$ | $-\frac{1}{16}$ | $-\frac{1}{16}$ | $-\frac{1}{16}$ | $-\frac{1}{16}$ | $-\frac{1}{16}$ |  |
| 0.1110 | $-\frac{2}{16}$ | $\frac{2}{16}$ | $-\frac{2}{16}$ | $\frac{2}{16}$ | $-\frac{2}{16}$ | $-\frac{2}{16}$ | $-\frac{2}{16}$ |  |
| 0.1111 | $-\frac{3}{16}$ | $\frac{1}{16}$ | $\frac{1}{16}$ | $\frac{1}{16}$ | $-\frac{3}{16}$ | $-\frac{3}{16}$ | $-\frac{3}{16}$ |  |
| Max | $\frac{3}{16}$ | $\frac{2}{16}$ | $\frac{2}{16}$ | $\frac{2}{16}$ | $\frac{4}{16}$ | $\frac{3}{16}$ | $\frac{3}{16}$ |  |
| Sum+ | $-\frac{3}{8}$ | 0 | 0 | $\frac{1}{4}$ | $\frac{1}{4}$ | 0 | $\frac{1}{4}$ |  |
| Sum- | $\frac{3}{8}$ | 0 | 0 | $-\frac{1}{4}$ | $-\frac{1}{4}$ | 0 | $-\frac{1}{4}$ |  |

Table 4: Errors in roundings
is to be effected by one of the four rounding methods, as is the conversion between floating-point and integral numbers in the same format. Conversion between decimal strings (in at least one format) and floating-point numbers (in all supported formats) are subject to some constraints on the magnitude of the values involved: for decimal to binary, the numbers must be in the range $\left[-\left(10^{9}-1\right) 10^{99},-\left(10^{9}-\right.\right.$ 1) $\left.10^{-99}\right]$ or $\left[\left(10^{9}-1\right) 10^{-99},\left(10^{9}-1\right) 10^{99}\right]$ for the single format and $\left[-\left(10^{17}-1\right) 10^{999},-\left(10^{17}-1\right) 10^{-999}\right]$ or $\left[\left(10^{17}-1\right) 10^{-999},\left(10^{17}-1\right) 10^{999}\right]$ for the double format; for binary to decimal conversion, the numbers must be in the range $\left[-\left(10^{9}-1\right) 10^{53},-\left(10^{9}-1\right) 10^{-53}\right]$ or $\left[\left(10^{9}-1\right) 10^{-53},\left(10^{9}-1\right) 10^{53}\right]$ for the single format and $\left[-\left(10^{17}-1\right) 10^{340},-\left(10^{17}-1\right) 10^{-340}\right]$ or $\left[\left(10^{17}-\right.\right.$ 1) $\left.10^{-340},\left(10^{17}-1\right) 10^{340}\right]$ for the double format.

### 3.4 Exceptions

There are five types of exception that must be signalled when detected, where signalling means setting an appropriate status flag, entering a trap routine, or both. Where a flag is set, the user must be able to test and restore the value of any flag. The fives types of exception are:

- Invalid operation, which is signalled if an operand is not valid for the operation to be performed. The invalid operations are any operation on a signalling NaN , addition or subtraction of infinities, multiplication of zero by an infinity, division of an infinity by an infinity, square root of a negative number, remainder
in a case where the dividend is an infinity or the divisor is zero, comparison of unordered operands, and a conversion from floating-point to integer if the result cannot be represented in the format at hand. The result in each case is a quiet NaN .
- Division by zero, which is signalled if the dividend is a finite non-zero number and the divisor is zero. The result is plus or minus infinity, according to the sign of the dividend.
- Overflow, which is signalled if the magnitude of a result exceeds the largest finite number representable in the format of the operation. In the absence of a trap, the final result is determined by the rounding mode: the result with round-to-nearest is plus or minus infinity, according to the sign of the intermediate result; for round-toward-zero, the result is plus or minus the largest number representable in that format, according to the sign of the intermediate result; for round-toward-minus-infinity, the result is minus infinity for negative numbers, and for positive numbers it is the largest number representable in that format; and for round-toward-plus infinity, the result is plus infinity for positive numbers, and for negative numbers it is the most negative number representable in the format.
- Underflow, which is signalled if the magnitude of a result is too small for representation in the chosen format. The result delivered may be zero, a denormalized
number, or plus or minus the number of the smallest representable magnitude.
- Inexact result, which is signalled if the rounded result of an operation is not exact or if overflow occurs but there is no overflow trap.

For both trapped overflow and trapped underflow, the result delivered for all operations, except conversions, is equivalent to that obtained by multiplying the infinitely precise result by $2^{\alpha}$, where $\alpha$ is 192 for the single format, 1536 for the double format, and $3 \times 2^{n-2}$ for an extended format with $n$ exponent bits, and then rounding. The choice of $\alpha$ is such that the result is near the middle of the exponent range and can therefore be used in further operations, but with a smaller likelihood of further exceptions arising. The result for a trapped conversion is a result in a wider format or a quiet NaN if the wider format is not possible.

## 4 Summary

We have discussed a number of issues in the design of floating-point number systems and shown that the now widely-accepted IEEE-754 standard on floating-point arithmetic is the best system that has been formulated to date. It is our hope that this discussion will be useful to those seeking to understand the rationale for the design of IEEE-754, as well as to those seeking to design or understand other floating-point systems.

A summary of the main points discussed is as follows. Where possible, significands of floating-point representations should be normalized in order to retain as many significant bits as possible; underflow and overflow should be dealt with in a manner that allows computation to proceed, where possible, and which minimizes computation errors; thirty-two bit formats should have seven or eight bits for the exponent, and sixty-four bit formats should have eleven or twelve bits for the exponent; the exponent in a floatingpoint representation should be in biased two's complement notation; the significand should in radix-2 for the best accuracy, have a radix point close to the left-hand end, be in sign-and-magnitude notation, and have a hidden bit; the rounding method should be round-to-nearest; and indeterminate results should be represented with a pattern that provides diagnostic information.
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An existent computer-based simulator may serve double purpose: simulating the basic phenomenon that was conceptually modelled by the simulator, and offering its inherent teaching characteristics at the same time. In this paper, we describe shortly the basic concepts of a simulator of electromyographic signals (EMGs), which was, first, written for a single-user environment in $C++$ and later ported to Java and interactive network environment. At this stage it became natural that the Java application was upgraded by the features of a teaching and learning tool. Such an integration was possible in a client-server approach providing the network users with a compact facility for generating the EMG components and signals, and learning about the electro-physiological phenomena in parallel.

## 1 Introduction

The world-wide accessibility of the Internet applications has recently opened a new prospective of the computersupported processing and dissemination of information. Interaction has become a basic rule moving frontiers out of the local computer, out of the local community. At the same time, the philosophy of security and protection drew the major attention. New concepts have been developed, one of the most outstanding being the interactive applications in Java [6], and the corresponding tools and approaches, for example the client-server connections, three-tier architecture, and applets.

The simulator of electromyographic signals (EMGs) was under the name of EmgSim [3] developed in the System Software Laboratory at the Faculty of Electrical Engineering and Computer Science in Maribor. Initially, it was written in $\mathrm{C}++$ for the Windows environment. Later on, we ported it into Java as an Internet application, built in the client-server mechanism, and even added some features being characteristic for the computer-assisted educational tools. Thus, we developed an integrated environment that may contribute at different levels:

- it generates artificial EMG signals whose building blocks are known in details; therefore, it plays a role of a reference to the EMG decomposition techniques $[4,5,1]$,
- it enables experimenting with the effects of different electro-physiological parameters on the needle- and surface-recorded EMGs [7], and
- it also runs as a teaching/learning tool of the electrophysiology of muscles.

The approach will be presented briefly in this paper. Section 2 describes conceptual model of the EmgSim simulator, Section 3 speaks about the transformation into an Internet application, whilst the modifications introducing the educational elements are revealed in Section 4.

## 2 Simulations of electromyographic signals

Contractions of muscles are accompanied by electrical activities that may be measured as an EMG, invasively by needle electrodes or non-invasively by surface electrodes. Physiologically, muscles consist of the so called fibres. Each fibre is innervated by a motoneuron transmitting the triggering electric pulses that cause the contraction of a fibre. In fact, one nerve innervates several fibres that are, consequently, contracted at the same time and acting as a primary unit of force - called a motor unit (MU). Several MUs then build up the whole muscle.

Looking at this structure from the electrical point of view, the activation potentials flow down from the motoneuron. It triggers the corresponding single fibres, which affects them with a charge spreading from the innervation zone towards the tendons. This travelling charge is measured as a single-fibre potential (SFP). All the SFPs of one MU sum up into a motor-unit potential (MUP). Several MUPs are finally superimposed and, thus, form the observed EMG (Figure 1)[7].

Our simulator conceptually follows the electrophysiology. Therefore, it begins first with building up a muscle. Several parameters may be specified in this stage [3], like the distribution of single fibres in the MUs, the


Figure 1: The physiology of a muscle and sources of electrical activity - top, a model of the muscle - bottom.
distribution of MUs in the muscle, the features of the fibres (their diameters), the triggering instants, etc. The principle of operation is depicted in Figure 2.

## 3 The EMG simulator as an application in Java

We have stated multiple advantages of today's interactive network applications. The most important in our case are flexibility and accessibility supported by intrinsic levels of control, security and protection. This is exactly what was needed for our EMG simulator to become widely available application on the Internet. Actually, the client-server link seems ideal for this purpose. On the server site, the modelling and simulation part runs with all the calculation routines, data bases, control, security and protection. Clients enter the server from their machines on a platformindependent principle (see Figure 3). If they have access rights, they may send in their requests, i.e., they may run the EMG simulator at different stages. Only the userinterface code is transferred to their site, where it is interpreted and supports the windows and menu environment.

However, as all the computation is done within the server, there is a lot of data that must be transmitted to the


Figure 2: Principle of operation of the EMG simulator.
users in certain stages of simulation. This could degrade the simulator performance and its responsiveness, that's why a special data communication protocol was developed between the server and the clients.

The characteristics of our Java realisation, as well as the client-server communication, will be described in the following paragraphs.

### 3.1 Realisation of the server and client

The client software that runs on a user's machine in Java would need more time to run the simulation. Therefore, we divided the simulator in two parts: the client written in Java for user interface, and the server written in C++ (native code) for the calculation of the simulation. The client performs simple calculations and provides user interface. The server performs all the time critical calculations.

The client-server architecture has been used to speed up the simulation. The basic problem is communication over the network. If all the clients were connected to the same instance of the server, an internal server mechanism would have to keep trace and status of every action of individual clients. This would make the server code rather complicated and vulnerable. Therefore, it was worthwhile to sacrifice a part of the server's performance by starting a new


Figure 3: The simulator structure in Java: a client-server connection.
server instance for every new client, and even avoiding the solution with threads for the same reason.

The simplest solution for the communication would be remote procedure calls (RPC), where there would be no need to track the status of simulation, i. e., the stage of its execution. The client would inherently employ the remote functions as demanded in the successive steps by the user. However, Java programming does not support RPCs, it is based on remote method invocation (RMI), which lacks tools for standard serialisation of data and actions.

As mentioned, our solution to the server was starting new instances for every new client. The server incorporates special communication routines - deamons that use standard inputs (STDI) and outputs (STDO). The STDO transfer of data is activated by detection of the ENTER code. One inconvenient behaviour of the deamon is that, after the transfer is finished, terminates the connection. The action is natural in the multi-client environment, however, in our solution it is disturbing. A client and its instance of the server should stay connected and on-line all the time. To circumvent the problem of the communication channel termination, all the server messages are sent out by flushing.

On the other hand, clients call the server functions by simple strings of the following form:

## <function name> <arguments>.

As the clients are Java applets, they run under multithreading principle. The server on the other side, which is a C program, is not able to synchronize with the order of precedence of incoming messages. Therefore, the clients communication is synchronized with the server using an interval monitor structure which prevents sending a message before the previous one has been completed.

To reduce the amount of network communication, the client and the server must have a synchronized copy of the state of their common actions. Another problem is data format. For example, Java uses IEEE 745 for representing floating point arithmetics. The server could also run on a Motorola, MIPS, SPARC or Intel-based machine that use different floating-point representations. Therefore, the data format for the network should be in a machine independent format. That is done by marshaling/unmarshaling of the data sent or received over the network (see Figure 3).

Hence, the data is serialised and transfered in either di-
rection in strings containing also all the necessary information about the original data structures (tables, vectors, etc.) and types (integers, floating point values, etc.).

The amount of data sent from a client to the server is rather low. On the other hand, in the stage generating the EMG singal the server have to send out about 3 M bytes of data. It is, therefore, of crucial importance that the transfer is coded. We implemented run-time length code compression based on nibbles. The compression rate achieved is $38 \%$, on overage.

Figure 4 depicts class-hierarchy diagram considering the client-server interconnection. Solid lines in the figure show the hierarchical dependence, whereas dotted lines indicate the information flow. Only the part depicting the client can acctually be shown in the form of class hierarchy. The server has been coded in C++, so the class hierarchy is not applicable in the same way. Nevertheless, the user interface in Figure 4 consists of two separated branches: one deals with user interaction, the other with data visualisation. The MUDialog box stands for the parameter input on the motor units, and the SPShapeDialog box accepts parameters on the action potentials. On the other hand, the EMGPanel box deals with the visualisation of the muscle structure, while the MUAPsPanel takes care of displaying the motor-unit action potentials, i.e., the EMG signals.

## 4 Upgrading to educational tool

Once having a conceptual model in the form of a simulator, it is just a step ahead to upgrade it for educational purposes. Although a reversed order may seem more normal, i.e., to build a teaching tool and then to include the simulation sessions as explanations, we haven't found any drawbacks in our approach. Moreover, it offers a two-level construction that, on the first level, acts as an extended help for the users of our simulator, on the next level, however, it enables selfevaluation. The latter is done in a typical learning cycle: a piece of learning material is provided, with explanations, demonstrations, graphics, diagrams, etc., then questions about the topic are asked. The answers are scored automatically and the results direct the user either over to the next topic or suggest repetition of some previous chapters (potentially, even some additional pages for basic comprehension may be inserted).


Figure 4: Class hierarchy: the client-server connection.

The advantage of having chosen the simulator as a driving engine for the learning subroutines certainly is reactivation of the same learning modules at any stage of the simulation run, as depicted in Figure 5.

In order to extend the Internet EMG simulator as in Figure 3, special program exits were inserted into the code of Java realisation. Their role can be compared to masked procedure calls: the application runs with all of its functions even if program exits are not activated. When activated, they trigger certain parallel actions which are understood as auxiliary to the main operation of the application.

The most important and instructive notions and steps in the simulation are elaborated additionally in separate pages of explanations an teaching material. The links are realised in terms of program exists. Each program exit has a corresponging parameter containing the address of an HTML document which will be displayed upon a call initiated by the user pressing a button to enter the teaching/learning procedure.

There is another parameter that has special meaning. With this parameter we can switch between two types of the program exits. The first type is browser independent and it is implemented with an applet context. As we know, Java 1.1 is still not fully supported by browsers. Therefore
we decided to implement additional program exits bound to Netscape's Internet browser. In this way, we can use appletviewer which supports Java 1.1 to run our applet, and the Netscape's browser to view educational documents. However, similar solution would be possible with Internet Explorer as well.

Every such a program exit calls the indicated HTML document that may contain any necessary educational/explanation contents, supported by all the available relevant information, either locally or over the Internet connections. This may include texts, voice, static images, tables, graphs, or movies.

Afterwards, a self-evaluation procedure is entered by a special button. It consists of three stages:

- questions on the topics presented,
- answers typed in the pre-prepared forms, and
- an automatic evaluation of the answers.


### 4.1 Concept of the question-answer engine

The first two stages are more or less straightforward. The questions are sequentially numbered and insertet at the end of the HTML pages that are activated through the simulator


Figure 5: Block diagram of the simulator upgrading to a teaching/learning tool.
program exits. Dialog windows followning the questions receive the typed in answers. The entered answer links to an evaluation CGI (Common Gateway Interface) script directly from HTML. Such scripts enable execution of applications being called from the HTML documents. For the time being, our question-answer engine classifies answers as false or correct only. This is done with the help of a database containing sets of the words and phrases of possible correct and false answers in the following format:
<sequential number of the question>:< elemnts of possibly correct answers $>:<$ elements of possibly wrong answers>.

The computer-assisted evaluation of the answers is, however, not an easy task. If we wanted to have it universal and complete, we would need a thorough base of grammatical, syntactical and semantic rules for every teaching/learning language. At the present stage of development, we have simplified these demands considerably.

The answers are parsed to the individual words. The words and word groups are, afterwards, compared to two lists of phrases. These lists are linked with the corresponding question. One list contains typical correct words and phrases, the other typical wrong words and phrases. According to the score achieved in both lists, every answer is treated either correct or wrong.

For each question, the user/teacher has to prepare and enter a target path (the document which contains the question), a question, a list of correct answers, a list of wrong answers, and a path to the next question in chain. This is realised by another CGI script. The target path is an absolute path in the file system, the path of the next document in chain is relative to the HTTP server. A blank field for the next question terminates the chain. After having been submitted, a new record is written to the database and the target document is generated. Each question has unique ID (a sequential number) which links it to corresponding record in the database. The generated document contains the question and a field for answer. Submitted answer is evaluated and a new document is generated, containing the evaluation score and a link to the next question in chain, although the entered answer may have been incorrect.

## 5 Conclusion

The described solution could mean a universal approach to upgradings of network versions of simulators. The necessary change in the simulator code is minimum, actually it means only inserting a simple routine to load HTML documents for additional explanation and activating the question-answer engine. The latter runs quite independent of the application and, therefore, can be developed and
treated stand alone once for all the applications using it.
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Intelligent agents have significant potential for a wide range of Internet and Web-based applications. They offer a new way of designing and implementing intelligent/software systems. An intelligent agent (IA) is a self-contained, autonomous software module that could perform certain tasks on behalf of its users. It could also interact with other intelligent agents and/or human in performing its task(s). There is growing interest in using intelligent software agent for a variety of tasks in diverse range of applications: personal assistants, intelligent user interfaces, managing electronic mail, navigating and retrieving information from the Internet and databases, scheduling meetings and manufacturing operations, electronic business, online shopping, negotiating for resources, decision making, design and telecommunications. This paper gives a brief introduction to intelligent agents, outlines applications of intelligent agents on the Internet and Web, and highlights their prospects.

## 1 Introduction

In the last few years, intelligent agent has emerged as an important and widely used artificial intelligence technology. There have been rapid developments in the area of intelligent agents and the level of activity and interest in this area is growing. The agent- based approach offers a new suite of powerful techniques, and metaphors to analyse, design and implement intelligent systems of varying complexity and sophistication. An intelligent agent (IA) is a self-contained, autonomous software module that could perform certain tasks on behalf of its users. It could also interact with other intelligent agents and/or human in performing its task(s). It is claimed as an important and exciting new paradigm in software to emerge in the 1990s and is currently a very popular area of investigation and development.

The advent and widespread use of the Internet, Intranets and extranets and Web have opened vast opportunities for intelligent agents and, hence, industry, academia and media are now showing great interest in development and applications of intelligent agents. Intelligent agents are being used in an increasingly wide variety of applications: personal assistants, intelligent user interfaces, managing electronic mail, navigating and retrieving information from the Internet and databases, scheduling meetings and manufacturing operations, electronic business, online shopping, negotiating for resources, decision making, design and telecommunications.

This paper provides an overview of intelligent agents on the Internet and Web. With a brief introduction to intelligent agents, it outlines a range of applications of intelligent agents on the Internet and Web environments and highlights their prospects. It also provides references to more detailed treatment on specific applications of agents.

## 2 Intelligent Agents

As Nwana (1996) notes software (intelligent) agent is now used as an umbrella term, meta-term or a class to represent a range of software with different characteristics and abilities. And hence, there are many definitions of an agent. They include:

- "Autonomous agents are computational systems that inhabit some complex dynamic environment, sense and act autonomously in this environment, and by doing so realise a set of goals or tasks for which they are designed" [Maes 1995, page 108].
- "Intelligent agents are software entities that carry out some set of operations on behalf of a user or another program with some degree of independence or autonomy, and in so doing, employ some knowledge or representation of the user's goals or desires. It can be described in terms of three dimensions of agency (degree of autonomy and authority), intelligence (degree of reasoning, and
learned behaviour) and mobility (degree to which agents themselves travels through a network)" IBM http://activist.gpl.ibm.com: 81/WhitePaper/ptc2.htm
- An agent is as an encapsulated problem solving entity, which exhibits the following properties [Wooldridge and Jennings 1995]. Autonomy: agents perform majority of their tasks without the direct intervention of humans or other agents, and they have control over their own actions and their own internal state. Social ability: agents interact, when they deem appropriate, with other artificial agents and humans in order to accomplish their tasks and to help others. This requires that agents have, as a minimum, a means by which they can communicate their requirements to others and an internal mechanism for deciding what and when social interactions are appropriate, generating requests and judging incoming requests. Proactiveness: agents take the initiative to do certain tasks where appropriate. Responsiveness: agents perceive their environment and respond in a timely fashion to changes occurring in the environment.


### 2.1 Attributes of an Agent

The primary behavioural attributes of an agent are autonomy, cooperation and learning [Nwana 1996]. An agent possesses one or more of these attributes.

Autonomy: It "refers to the principle that agents can operate on their own without the need for human guidance. Agents have individual internal states and goals, and they act in such a manner as to meet its goals on behalf of its user. A key element of their autonomy is their proactiveness, i.e. their ability to 'take the initiative' rather than acting simply in response to their environment [Wooldridge and Jennings 1995]."

Cooperation: Cooperation with other agents is paramount: it is the reason for having multiple agents in the first place in contrast to having just one. In order to cooperate, agents need to possess social ability, i.e. "the ability to interact with other agents and possibly with humans via some communication language [Wooldridge and Jennings, 1995]".

Learning - For agent systems to be truly 'smart', they would have to learn as they react and/or interact with their external environment and interface with users. A key attribute of an intelligent system is its ability to learn to understand the user's preferences and behaviour, to cope with new situations it may face and to improve its performance over time.

For further discussion on agent properties see Franklin and Graesser (1996).

### 2.2 Classification of Intelligent Agents

Agents could be classified in a variety of ways: by their characteristics, by the underlying technology, by the function they perform (what they do), or by a combination of
them. Agent classification is, however, not unique, as some of the features of agents used for classification are not mutually exclusive.

Static and Mobile Agents Based on mobility of the agents, agents could be classified as static (stationary) agents, or mobile agents. A stationary agent resides in one computer system and executes its functions/tasks and interacts with the outside world by exchanging messages in a manner similar to the conventional software. A mobile agent can physically move through the network to other computer systems, execute the designated functions and process required information at a different computer and return to the home computer with acquired/processed information. Rather than transmitting messages to receive information required, they visit other computer systems on a network to gather information (see Morreale 1998, Ohsuga 1997).

## Interface Agents

Interface agents which mainly assists the users:

* reduce the interface complexity and enhance the ease of use in the presence of greater functionality.
* provide "smart" user interfaces that can detect when a user is having difficulty and "coach" the user around the problem.
* observe and learn tile user's preferences and habits, and try to perform automatically what the user routinely does.

An interface agent can observe the actions taken by the user, learn new capabilities dynamically, suggest a course of action to the user, provide context-sensitive help, adapt the interface automatically to the user's personalised requirements, or automate tasks which would otherwise require tedious sequences of manual operations. To do these, it may use learning and reasoning techniques developed in other areas of artificial intelligence and may adopt the principles of good human-computer interaction.

Collaborative Agents and Multi-Agent System (MAS)
A collaborative agent interacts and cooperates with other agents (and/or humans) to perform the tasks on behalf of a user. A multi-agent system (MAS) consists of two or more semi- autonomous agents that interact, collaborate and work together to perform a set of tasks or goals. These agents have, among others, problem solving, communication, and coordination abilities. Collaborative agents may be a homogeneous or heterogeneous group of agents and they may have similar or differing goals, and knowledge representation facilities. They heavily draw upon on the principles of artificial intelligence, sociology, organisational theory, animal behaviour, economics, and distributed systems. Agents in a MAS have ability to solve problems, and to communicate, coordinate and negotiate with other agents. For further information on MAS see Sycara (1998).

## Information/Internet Agents

In the networked world, an enormous amount of information is available from a wide variety of sources. Information/Internet agents can filter inexhaustible amount of information available on the Internet, passing on to the user only those information which the user is interested in.

They can seek for and retrieve information required and process the information obtained. They aid in the tedious task of retrieving the relevant information from networked resources.

Learning Agents
A learning agent uses machine learning techniques to 'learn' as they react and/or interact with external environments and users. It tries to improve its performance with time and to learn its users' preferences and interests to better assist them. It could learn: 1) by observing and imitating the user, 2) from (corrective) feedback from the users, 3) by following explicit instructions from the user, and/or 4) by asking other agents for advice.

Emotional Agents
These agents can depict emotions and convey their internal state to the user (Bates, 1994). Emotions can help animate faceless software agents to cartoon-like characters, making them more live like -"serving with smile." They provide an illusion of life in convincing ways to make audience believe the agent is real. They are also known as believable agents, synthetic characters (Elliot and Brzezinski, 1998) and anthropoids (Huhns and Singh, 1998). Examples of emotional agents include: Creatures (www.cyberlife.co.uk) (Grand and Cliff, 1998), real-time, interactive, self-animating creatures called Woggles ( Oz Project at Carnegie-Melon University, USA)

The Persona project at Microsoft is developing the technologies required to produce conversational assistants - life like animated characters that interact with user in a natural spoken dialogue.

Socionics is a new term that combines the disciplines of sociology and informatics. One of the aims of research work in this area is to develop intelligent computer technologies by using /adopting paradigms from sociology. It is envisaged that advances in socionics might lead to more human like agent environment and formation of better and more capable multi-agent societies. For more information on a new interdisciplinary work has that begun recently in this area in Germany see: http://www.tuharburg.de/tbg/SPP/Start_Spp.html

For a detailed overview on intelligent agents see Bradshaw 1997, Chorafas 1997, Cockayne and Zyda 1997, Comm ACM 1994, Harrison and Caglayan 1997, Huhns and Singh 1998c, Nwana 1996, Nwana and Azarmi 1997, Green, and Jennings and Wooldridge 1998.

## 3 Applications of Intelligent Agents on the Internet And Web

There is enormous interest in deploying intelligent agents on the Internet, intranets and extranets and Web for a variety of applications ranging from personal to entrepreneurial: intelligent personal assistance (Huhns and Singh 1998b, Millman 1998), mail management, information retrieval and presentation, planning and scheduling (Sen 1997), personal service, electronic commerce and
on-line shopping, collaborative decision making, enterprise management (AI Magazine 1997, IEEE Internet Computing 1998).

### 3.1 Agent-Based Information Retrieval

Information Explosion: In the last few years, there has been a major revolution in information generation and dissemination, resulting in information explosion. Inexhaustible amount of information is now available from an increasing number of heterogeneous, distributed information sources. Information can now be made available on the Internet very easily and at a very low cost with minimal effort. Further, most of the information is dynamic - it may updated or modified at anytime. In addition, many persons encounter a large volume of email. As observed by John Naisbit, "we are drowning in information, but starved of knowledge."

Growing problems of using the Internet and Web to retrieve information of interest to a user include:

* Inexhaustible pool of information
- Difficulty of retrieving relevant information
- More time spent on searching for information.
- Information overkill - infostress
* Dynamic nature of the information on the Internet
- Sudden appearance and disappearance of information.
* Distributed, heterogeneous nature of information and information services.

To manage these problems, we need tools to search, retrieve, filter and present relevant information, reactively and proactively. Intelligent software agents offer promising solutions to the current (threat of) information overkill on the Internet and the problem of information retrieval (IR). They have potential to mitigate the complexity of information retrieval and management by providing locus of intelligence.

Agents could provide intelligent IR interfaces, or perform mediated searching and brokering, clustering and categorisation, summarisation and presentation. Agent based approaches make IR systems more scalable, flexible, extensible and interoperable.
Interfaces: An intelligent agent-based interface to an information retrieval system provides an easy-to-use, personalised, adaptive interface. It can act as an agent for a user, and learn about its users and their preferences (Krulwich and Burkey 1997).

Mediated Searches and Information Brokers: Currently many search tools/engines are available for searching information available on the Internet and Web. However, each has its own query structure, interface and nomenclature. Gathering relevant information from multiple, distributed, heterogeneous information sources on the Internet and Web poses difficult problems, which include:

* Finding appropriate sources of information relevant to the query and suitable search tool(s).
* Formulating queries in the 'terms' that the information sources can understand
* Interpreting retrieved information
* Collating the information received from several sources into a coherent, concise information.

For details on agents for information gathering agents see Ambite and Knoblock (1997a and 1997 b).

Information brokering and mediated search agents can provide a uniform interface for general queries and send requests to the most appropriate resource(s) and search tool(s) - Examples: Ahoy and Metacrawler.

Information Filtering Agents: They find information of specific interest to a user from different information sources [Belkin and Croft 1992, Moukass 1997, Moukas and Maes 1998]. Unlike the Web search engines that provide URLs of information sources, information filtering agents:

* gather recent articles about a chosen topic from various sources (eg. Web pages, news feeds, etc.),
* filter this information based on the personal preferences of the user, and
* present the filtered information to the user.

Examples of information filtering agents:

* NewsHound: the personal news service by San Jose Mercury News
* ZDNet Personal View: the personalized computing news by Ziff-Davis
* NewsPage Direct: the personal newspaper

Categorization and Presentation: It would be better if agents analyse the information, and then structure it in a manner more useful and convenient to a user. Further, it could also derive 'metadata from information'.

### 3.2 Recommender Systems

To cope with an insurmountably large array of choices people have in making a selection, such as buying a CD, a book, or an airline ticket, people turn into some kind of automatic recommendation services, which over time adapts to its user's interests and preferences. There is now a growing potential for on-line automatic recommender services.

Recommendation services falls into three classes: 1) content-based - those that recommend items based on some analysis of their content, 2) collaborative - those that recommend items based on recommendations of other users, exploiting similarities between the users' interests, and 3) a hybrid approach that make of use of both the content-based and collaborative approaches, thereby taking advantages of shared interest among users without losing the benefits of representation provided by content analysis.

### 3.3 Agents in Electronic Commerce

One of the objectives of agent-mediated electronic commerce is to help users in all aspects of online shopping. Software agents on the Internet could help users in a number of ways [Doorenbos 97, Andreoli 1997, Gutman, et al., 1998]:

* Helping the user decide which products to buy (e.g.: by
listing what products of a certain type are available).
* Finding specifications and reviews of them.
* Making recommendations
* Comparison shopping to find the best price for the desired product.
* Watching for and intimating user about special offers and discounts.
Already a few comparison-shopping agents are in use. Examples include BargainFinder and ShopBot (www.cs.washington.edu/research/shopbot http://bf.cstar.ac.com/ ). They scour the Internet on the user's behalf, visiting all the on-line 'virtual' shops and give the lowest price, an ordered list of prices and the vendors, and other related information on the products that the user is interested.

BargainFinder is a virtual shopping agent for the Web developed by Anderson Consulting to query pricing and availability of user specified music CDs. It uses the parallel search architecture used in meta search engines such as MetaCrawler. It submits user's product query in parallel to a group of on-line vendors by filling out the form at each site. It parses the query results after filtering out the header, trailer, and advertisements to find each vendor's price for the required product and prepares a summary to the user combining the filtered results from each vendor.

Comparison shopping agents offer a number of advantages:

* They provide a unified interface for dealing with cyberstores.
* There is no need for the user to navigate to different stores, and to deal with separate user interfaces
* They find the best price and availability through comparison shopping, thus relieving the user to search for a product at each online store.
* Further, they eventually trigger a price war among sellers potentially making prices almost same everywhere.

Comparison shopping agents do, however, have limitations:

* Currently, most agents ignore other factors such as service, quality.
* It is harder for agents to compare products with varied configurations such as computer, travel packages, etc. However, they can work well for standard goods such as books, CDs and airfares.
The roles of agents have expanded beyound tasks such as comparison-shopping - agents on the Internet can interact with each other and take part in procurement activities. The agents may issue request for goods, bid to supply the required goods, evaluate the bids, place an order and, after receipt of goods, make payments. Many multiagent applications in electronic business are emerging (see Guttman et al 1998).


### 3.4 Agent Services

Service agents provide a specified service to a user based on information made available to them. They include:

* Announcement Agents: Remind users of important occasions (eg. birthday, anniversary, Valentines Day and the like) that are customised for personal needs.
* Book Agents: Track newly released books to notify users books that match each user's reading interests.
* Business Information Monitoring Agents: Monitor the exchange of information on the Internet relating to services, products, industry and companies, and reports findings as a report.
* Classified Agents: Search a database of classifieds daily to find a user-specified item, and notify the user via email. An example of classified agent is AdHound. It searches databases of classifieds in areas specified by the user and it finds a match, it sends an email giving the relevant classified ads.
* Job Agents: Serve as virtual recruiters to find employees who match with the employer job profiles.
* Direct Mail Agents: Enable personalised direct mail advertising that matches the user's stated personal background, activities, lifestyle and liking.
* Financial Service Agents: Deliver email messages containing prices and financial news for a personalised portfolio of securities and mutual funds.
* Food and Wine Agents: Remember each user's previous purchases and tasting notes and make customised presentations of the inventory during the next visit.
* Entertainment Agents: Find communities with similar interests to those of the user, and recommend albums, movies, etc. based on group evaluations.


### 3.5 Agents for Business Operations

Intelligent agents also find applications in Intranets of organisations and business enterprises. They include:

* Meeting scheduling agents: Design and develop efficient meeting scheduling (Sen 1997).
* Collaborative customisation agents: intranet agents that automate workflow processes in business units.
* Process automation agents: Intranet agents that automate industrial processes.
* Database agents: Intranet agents that provide agent services for users of enterprise databases.
* Resource brooking agents: Agents that perform resource allocation in client/server architectures.


### 3.6 Entertainment Software Agents

Autonomous software agents have significant potential in areas such as entertainment and in online chat. Interactive entertainment products based on anthropoids or synthetic characters are emerging. These agents can depict emotions and convey their internal state to the user. These cartoon-like characters provide an illusion of life in convincing ways to make audience believe the agent is real.

Some of the examples include: Creatures (www.cyberlife.co.uk) (Grand and Cliff, 1998), realtime, interactive, self-animating creatures called Woggles
( Oz project at Carnegie-Melon University, USA).
There is growing interest in incorporating agents in interfaces to make interactions more natural and easier. Examples include: Extempo's Web-situated virtual bar based on Barbara Hayes-Roth's work at Stanford University on virtual bartender (www.extempo.com/webBar/) and virtual personalities (www.vperson.com/). Another example is the agent Jullia who participates on online chat rooms, providing directions to users and taking part in online discussions. Agents have potential to play influencing roles in marketing, education and training (see PPP and Lewis 1998).

## 4 Further Work

Though in the last few years agent-based systems have advanced and there have many successful agent-based applications, agent technology is still young and many problems and research challenges still remain. Further, as we move to deploy agents on the Internet for critical applications, and as our dependence on agents continue to grow, issues and requirements such as reliability, real-time performance, openness, security and trust become paramount importance. To fully benefit from agent technologies, further developments are needed in the following major areas:

* Information access, filtering, etc.
* Learning
* Multiagent cooperation, coordination and negotiation
* Real-time performance issues and considerations
* Testing, verification and validation
* Trustworthiness, security
* Ethical issues and considerations
* Mobile agents - execution considerations in remote host(s)
* Integration of agent-based systems with other systems For further information a roadmap on agent research and development see Jennings, Sycara and Wolldridge (1998).


## 5 Prospects

Intelligent agents on the Internet and Web will grow dramatically in the next few years as new agent standards and architectures and powerful development tools emerge. They would make the Internet and the corporate intranet and extranet environments easier to use and would enable a variety of new applications and services. The following quotes aptly highlight the prospects of intelligent agents.
"Agents are here to stay not least because of their diversity, their wide range of applicability and the broad spectrum of companies investing in them. As we move further and further into the information age, any information-based organisation, which does not invest in agent technology, may be committing commercial hara-kit." - Nawana, 1996
"One of the most interesting entrepreneurial activity for the next several years is likely to be discovering new and unique ways of using the Internet [and Intelligent Agents] for business [and personal] advantage." - Yourdon, 1997
"Agents will be the most important computing paradigm in the next 10 years. By the year 2000, every significant application will have some form of agent enablement." BIS Strategic Decisions
"In the future, it [agent] is going to be the only way to search the Internet, because no matter how much better the Internet is going to be organised, it can't keep pace with information." - Bob Johnson of Dataquest

As we move further into the information age which is supported by more complex and sophisticated networked applications, there will be a steady growth in agent applications and in the agent market. Realising this many organisations are investing in agent technology and many players - computer manufacturers, software houses and many start-up companies - have entered into this highly competitive field. The stakes are high and the future belongs to those who are prepared. The winners would be those who have vision, are innovative and are prepared to realise those visions.
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## Scientific, Research and Development Potential:

The Ministry of Science and Technology is responsible for the R\&D policy in Slovenia, and for controlling the government R\&D budget in compliance with the National Research Program and Law on Research Activities in Slovenia. The Ministry finances or co-finance research projects through public bidding, while it directly finance some fixed cost of the national research institutes.

According to the statistics, based on OECD (Frascati) standards, national expenditures on R\&D raised from 1,6 $\%$ of GDP in 1994 to $1,71 \%$ in 1995. Table 2 shows an income of R\&D organisation in million USD.

## Objectives of R\&D policy in Slovenia:

- maintaining the high level and quality of scientific technological research activities;
- stimulation and support to collaboration between research organisations and business, public, and other sectors;

| Total investments in R\&D (\% of GDP) | 1,71 |
| :--- | ---: |
| Number of R\&D Organisations | 297 |
| Total number of employees in R\&D | 12.416 |
| Number of researchers | 6.094 |
| Number of Ph.D. | 2.155 |
| Number of M.Sc. | 1.527 |

Table 1: Some R\&D indicators for 1995

|  |  | Ph.D. |  |  | M.Sc. |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
|  | 1993 | 1994 | 1995 | 1993 | 1994 | 1995 |
| Bus. Ent. | 51 | 93 | 102 | 196 | 327 | 330 |
| Gov. Inst. | 482 | 574 | 568 | 395 | 471 | 463 |
| Priv. np Org. | 10 | 14 | 24 | 12 | 25 | 23 |
| High. Edu. | 1022 | 1307 | 1461 | 426 | 772 | 711 |
| TOTAL | 1565 | 1988 | 2155 | 1029 | 1595 | 1527 |

Table 2: Number of employees with Ph.D. and M.Sc.

- stimulating and supporting of scientific and research disciplines that are relevant to Slovenian national authenticity;
- co-financing and tax exemption to enterprises engaged in technical development and other applied research projects;
- support to human resources development with emphasis on young researchers; involvement in international research and development projects;
- transfer of knowledge, technology and research achievements into all spheres of Slovenian society.

Table source: Slovene Statistical Office.

|  | Basic Research |  |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | 1994 | 1995 | 1994 | 1995 | 1994 | 1995 | 1994 | 1995 |
|  | 6,6 | 9,7 | 48,8 | 62,4 | 45,8 | 49,6 | 101,3 | 121,7 |
| Business Enterprises | 22,4 | 18,6 | 13,7 | 14,3 | 9.9 | 6,7 | 46,1 | 39,6 |
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| Private non-profit Organisations | 17,4 | 24,4 | 13,7 | 17,4 | 8,0 | 5,7 | 39,1 | 47,5 |
| Higher Education | 46,9 | 53,4 | 77,1 | 94,9 | 63.9 | 62,2 | 187,9 | 210,5 |
| TOTAL |  |  |  |  |  |  |  |  |

Table 3: Incomes of R\&D organisations by sectors in 1995 (in million USD)
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[^0]:    'note that the allocated bandwidth may be zero

[^1]:    ${ }^{1}$ Part of this research work has been presented in [16]

[^2]:    ${ }^{2}$ Relative Throughput is defined as the percent of the offered load, which is actually delivered by the switch. The relative throughput can be less than $100 \%$ due to internal blocking.

[^3]:    ${ }^{1}$ The software used to generate all non-isomorphic 7 node graphs was the NAUTY program developed by Brendan McKay.

[^4]:    1. Request: Each unmatched input sends a request to $e v$ ery output for which it has a queued cell.
[^5]:    ${ }^{1}$ For this reason, we shall in many cases simply use "bits", instead of the more general "digits", irrespective of the radix at hand.

[^6]:    ${ }^{2}$ Because of the way in which subtraction is usually carried out within a computer - that is, by negating the subtrahend and adding to the minuend - we shall, unless otherwise specified, henceforth use "addition" to refer to both true addition and true subtraction.

[^7]:    ${ }^{3}$ In general, the associative law does not hold in floating-point arithmetic, but there are instances where it would hold with gradual underflow but not with sudden overflow.

[^8]:    ${ }^{4}$ Some authors have used precision alone for this; others have used precision to refer to the value $R^{-p}$, for a radix- $R$ system with $p$ significand digits. $R^{-p}$, which is dependent on $p$, is the weight of the least significant digit of the significand and, therefore, the smallest difference between two representable numbers. The reader should therefore be aware that here terms such as accuracy and precision do not necessarily have the same meaning as in other contexts - e.g. conventional usage or in numerical analysis - and that IEEE-754 defines precision as we have done above.

[^9]:    ${ }^{5}$ Knuth suggests round-to-nearest-even if $R / 2$ is odd and round-to-nearest-odd if $R / 2$ is even [2I]; this will reduce error in the common operation of division by 2 . Keir suggests round-to-nearest-even if $R$ is divisible by 2 but not by 4 and round-to-nearest-odd if $R$ is divisible by 4 [20].

[^10]:    ${ }^{6}$ In Interval Arithmetic, each number is represented by two machine numbers that specify an interval in which the represented number lies.

